Measuring the scatter in the mass richness relation for galaxy cluster using the correlation function
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Abstract
Cluster of galaxies are becoming a powerful tool for constraining the cosmological parameters. This has motivated the design of a new wide-area cluster surveys at mm, optical/near infrared, and X-ray
wavelengths. These surveys will have the potential to find hundreds of thousands of clusters.
The ability to constrain the logical from the evolution of galaxy cl counts is limited by the knowledge of the cluster mass. Accurate constraints require a precise model relating

observable,such a richness, to total mass. We present a method to constrain the scatter in the mass richness relation by making use of the bias measured in the cluster correlation function.

First we will study the bias in halos on a past lightcone using N-body simulations to study the errors that come from the Halo Model prediction. Finally we assign richness to dark matter halos with scatter
and we compare richness bias measured with the model. By performing a likelihood analysis when the true value is 0.4, we find that0iny = 0.44 £ 0.12(95%CL) Rozo el al. (2009) obtains similar

accuracy although using optical and X-ray observations. We conclude that we can constrain the scatter although our hod is highly dependent on the mass fi ion and bias model. However, the
advantage of this method is that it only needs one kind of observations.

The Method The Method
The cluster bias can be measured in a cluster catalog by measuring the spatial correlation function &¢; (7‘) and

N A ’ " A e Assuming a lognormal scatter around the mean scaling relation (Gaussian scatter in InM) distribution, the
comparing it to the correlation function of dark matter halos using the relation :

probability P(In(M)|N) of having the true mass M given the observed richness Nzoo is :
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We compare the measured bias with the predicted linear bias using the Halo Model and the Mass Richness relation. ”lﬂM( W) TinM
The average bias expected for a richness value N_200 is The mean cluster mass for a given Nzoo using weak lensing and X-ray data (See Rozo et al. 2009,:arxi0809.2794)
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where A represents the dependence in cosmological parameters.
® The linear bias predictions is calculated with the Sheth Thormen 1999 mass function (p & q parameters fitted to

simulations)
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e My, dM Mass function for halos in DESv1.02 simulation at redshift
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sky.blue) and 1.2-1.4 (pink). Solid lines are the mass functions with
lhr best p and q. Dashed lines are the mass function with the p and q

Figurel.Halo mass function derived from simulations (red points) and mass
function predictions (solid black line)
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Figure 1 (top right) and Figure 2 (bottom right) show the - —
halo mass function and the bias measured respectively in the '3 s S8
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deviations are more significants. Figure 2. Halo Bias model (red line) and measurements (black line) at z=0 -
rements for halos at the same redshift bins
than figure 3. Solid lines are the bias model with fhe best p and q
at the mean value of the redshift bin. Dashed lines are the bias
model with the p and q fiducial values
) ) Constraining the scatter
Richness bias model (1) +(2)

3 richness catalogs created wi lth 3 s(dttu values 0y, = 0.1,0.2,0.4

Fof
1D likelihood performed: £
Richnessbisswih ol O Cosmology and mass richness relation parameters fixed “F
P Richness bias with o, , 0.2] Tin _free_ T
£ Two first redshift bins used o
= Richness bias with o, ,, 0.4
Main systematics:
Uncertainty in the mass function and bias model .. T
Mass resolution:M200 minimum limit o T
F Figure 6 shows the most likely \'aluc of the scaucr with ils error versus
35 the true value. | i .
= standard dev Figures 7 and 8.
F account the minimum mass ||n’nl to model the r|(‘]m(‘ss bms, he error o X . . .
bars are increased (red points). 1D likelihood.ounpr true =0.2.Left: Richness bias model integrated in
Figures 7 to 10 show the likelihood distributions calculated to Mogg = [10%2 — lolb]iwsun/h Right: Richness bias model integrated in
2_5; constrain the scatter. Moo = [Mrminimum — 1 ] Moun/h
c —— ot maseiment
= 08,
2B | | I H 3
= 5 9 B e ey 24
N threshold Lo “F
g - o
E [ F
2041 o
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Conclusions

The results show that we can constrain the scatter using the correlation function although we still have to study the effects of the photumetnc errors and the error covanance for the
correlation function. The next steps are combine the likelihood for the bias with the likelihood for the of as a the

Halo Model. Therefore we could constrain the cosmological parameters and at the same time we calibrate the mass observable relation with the comb)ned hkehhuod Flnally we want to
apply this method to a real galaxy cluster catalog such as the MaxBCG.
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