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METASAT will provide a holistic and modular model-based framework to design and test 
software modules that target open architecture hardware, high-performance computing 

platforms for the space and aviation domain.

High-performance multicore platform based on
FrontGrade Gaislers’s next generation space processor
based on RISC-V, NOEL-V, extended with the SPARROW
SIMD AI accelerator and coupled with an open source,
RISC-V based GPU, Vortex. It will be open source and
implemented on an FPGA, and capable of mixed-
criticality workloads, using the Xtratum hypervisor.

The need
To find a solution to manage the growing hardware and 
software complexity of new satellite designs using reliable 
on-board software technology, through a  combination of 
model-based design and a qualifiable software stack for 
mixed criticality.

Vision

Ambition

 Open hardware, high-performance platforms including 
multicores, GPU and AI accelerators

 Open source model-based software stack: TASTE
 Strong focus on standards to enable interoperability
 Virtualisation: Hypervisor
 Digital twin: Virtual platform based on QEMU and Verilator
 AI-based design and testing
 On-board AI for FDIR
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