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Talk Outline

A quick summary of LSST
The inevitability of distributed operations

Domain model & Information flow between operational departments

Core operational functions and their allocation to system centers




LSST is motivated by 4 science themes

Understanding Dark Mater and Dark Energy
Exploring the transient & time domain universe
Taking a census of the Solar System
Mapping the structure of the Milky Way galaxy
Each theme drives complementary system requirements and design. A system built

to these requirements enables a wide range of scientific inquiry. The result is a
large area multi-color multi-epoch sky survey.
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The LSST Survey Design

Deep, Wide, Fast Region Numher []f ViSitS

«  ~18000 square degrees

«  High density observations (all-band, 10 years )
South Celestial Pole
Galactic Plane
North Ecliptic Spur
Deep Drilling Fields

Very high density observations of
select fields

A “visit” lasts ~35 sec. - each
capturing 2x15sec exposures

2.5 million “visits” will be obtained
over a 10-year period.

Visits will be obtained in six filter ]
bands (ugrizy) covering the visible 150
spectrum from 320-1050nm
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The LSST is a System of Systems

8.4m Wide Field Telescope

Reference

Source
Assn.

| Assembly

Source Object
Catalog Catalog

Calib Ref Post-ISR Combined Calibrated
Images Images Image Visit Image

Data Access Centers provides Community
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3 Flavors of LSST Data Products I SV

“Prompt” (£24 hours) Processing: Data Release Processing (DRP):
» Within 60-sec. after a “visit” alerts are - Annually all “visits” collected to date are
analyzed from a difference image using a processed as a single data set to produce:
reference template . Deep co-added images

. Optimal photometry and internal
- Alerts, anything that has changed in calibration

brightness or position, are published Refined astrometry for parallax and
immediately thereafter. proper motion

Reprocessed time history of detected
- Within 24 hours orbits are calculated from transients

detected moving objects and added to the ... and much more
online database

User derived data products
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Services for User Access & Analysis

Six user services are provided through 3 interfaces allow catalog and
image access and computing at the source of the data.

LSST SCIENCE PLATFORM

-
D PORTAL NOTEBOOKS Jupyter WEB APIS
S’

S X 2 .5

DATA RELEASES ALERT STREAMS USER DATABASES USER FILES USER COMPUTING SOFTWARE TOOLS
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Flow of Resources During Operations

Funding Sources [ International ]

l/ v
Managing Organizations [ AURA }—[ LSST Corp ]

¥ — N

s
Operations Partners [ NCOA ] [ NCSA ]

Operations

Affiliates
[ IPAC ] [Universities] [ BNL ] [Fermi Lab]

Distributed operations is unavoidable. P




"~»
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SLAC Center

Data Products Production Support
Science Operations and Community Support | Data Release Processing (50%;
Observatory Operations Camera Support Long-term storage (copy.2

French DAC

AN Archive Site
NCSA Data & Archive Center
Alert (Prompt) Processing

Data Release Processing (50%)

Long-term Storage (copy 1)

Data Access Center
Data Access and User Services

NCOA Summit and Base
NCOA HQ Site 5357 Sites

Science Operations headquarters Telescope and Camera Operations
Operations office ’ Data Acquisition
Education and Public Outreach Chilean Data Access Center




4 Challenge questions? =Sy

Who are the critical stakeholders — both internal and external? Maintaining
coordination and communications between stakeholders will be critical for success.

What are the critical roles and functions & how are they distributed across the
operational centers? We want to minimize redundancy and inefficiencies across
centers.

What information needs to be shared between operational centers? This requires
defining interfaces, data, events and status that are to be exchanged.

Does each center understand how they will fulfill their functions? This requires that
operational processes be defined to ensure the system functions as planned.




Components of the LSST Operational System

«actor»

- - Astronomical Sky
External Stakeholders LSST OpsratiouSiCiEis
I I «actor»
- 5 erro Pa.chon Summit

«aciors «actor»
International ncies cience TS EPO Users
Contributors & Centers

LSST System

Internal Stakeholders J

-

Top Level Functional Decomposition

Administrative Operate Observatory & ‘ Process Data ‘ Archive & Serve Data Educate and Provide Access Plan, Monitor & Optimize Administer_Buisness

Staff Collect Data to the Public Survey Performance Services

Capturing the Sky Delivering the Sky to Users Taking Care of Business

“LSST Operations Domain block” defines the System Context

Internal and External Stakeholders are identified

Decomposition of system into 6 Top Level Functions (yellow)
Functions Allocated to Organizational Structure (Departments - blue)




System wide information flows and interfaces

Observatory Operations

: Astronomical Sky
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Observatory Operations:
NCOA — Chile

Summit Facility on Cerro Pachon:
Telescope operations & maintenance
Camera operations & maintenance
Calibration operations & maintenance
Scheduling of survey observations
Image metadata services (hosting)

Base Facility in La Serena:
Observatory Operations Offices
Summit systems maintenance
Science Data Quality Analysis (hardware)
Chilean Data Access Center (hosting)
Long term data storage (hosting)

Source node for international network
(hosting)




Observatory Operations:
NCOA — Chile

Summit Facility on Cerro Pachon:
Telescope operations & maintenance
Camera operations & maintenance
Calibration operations & maintenance
Scheduling of survey observations

Image metadata services (hosting)

Base Facility in La Serena:
Observatory Operations Offices
Summit systems maintenance
Science Data Quality Analysis (hardware)
Chilean Data Access Center (hosting)
Long term data storage (hosting)

Source node for international network
(hosting)




. Start Of Day

Observatory Operations: oy ok

Activities
NCOA — Chile A N o <t v
. —)é(— ————————— \
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(hosting)

End of Night



Data Facility and Archive: NCSA

Computing infrastructure

’h Scientific Production Services

LSST DATA FACILITY

The reliable and timely
generation of LSST science data
products including prompt alert

System Services
“Prompt” Processing B hcas o
Data Release Processing and Imaging,and annuicats
Science Data Qua“ty Analysis N[ Joie, Cormputer,snd 17

QA Portal
Hosting

Operational support for
foundational services at the
key level of system-wide

data transport, management
of file-based data, database
administration, authentication,
authorization, and access, and
operational network security
infrastructure.

Security Services
(Pipelines)
User Services

and Calibration
Data Processing

ﬁ Production Service Software

Necessary maintenance of and
enhancements to software
infrastructure required to support
production data processing at the
LSST Data Facility.

LSST SCIENCE PLATFORM

Nermmoors wem arve $ W ITC and Facility Operations

System administration and

8g E} [ (33 ~5® physical system operations of the
3] e @ m=x LSST Data Facility computing,
e || cemms || emmrrs || e || ememmes || e StoTage, S COMMURICAt NS
infrastructure.

Providing production services for the scientific processing,
archiving, and dissemination of LSST data

Transient
Alert
Processing

Administered
Database Services
File Services
in Data Backbone

Chilean
Observatory
il Operations

Support

Authentication,
Authorization,
and Ildentity
Management

Data Release

Batch Computing

Data Access and Workflows

Services

Facility
Management
and Technical
Leadership

Wide-Area
Networking [

Data Access
Service Software

Facility
Operations
Software

ITC
System
Administration

ITC Enclaves

and Flexible Qserv Data Backbone
Provisioning Database Service Software
System

Batch Production
Software

Level 1 Production
Software



Prompt (£24-Hours) Data
Processing: NCSA

Nightly Processing (<60 sec.):
Data transfer and archiving
Single frame processing
Alert detection
Alert Generation and Distribution

Follow-up Processing (<24 Hours):
* Processing past visits on new alerts

* Moving Object Pipeline - Track linkage
and orbit estimation

Nightly Processing Pipeline

Nightly Processing
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Data Release Processing:
NCSA + CC-In2P3

Date release processing (DRP) requires tight
coordination with Science Operations:

DRP starts with review/validation of software
algorithms, updates are made as needed.

Calibration Products Production run and
verified

Sub-scale DRP is run with same data processed
by NCSA & CC-IN2P3 to validate process

Full production splits data between NCSA &
CC-IN2P3 with some overlap for quality checks

Ends with final performance assessment and
documentation
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Science Operations & System Performance: NCOA —Tucson, AZ /)

enigma_1189 r band, all props: CoaddM5
75°

Science Operations:
«  Survey performance monitoring

*  Analysis of survey scheduler changes

Science Data Quality Analysis (SDQA) &
coordination over other centers

Science user support & Help Desk

-0.60 -0.45 -0.30 -0.15 0.00 0.15

Science algorithm maintenance and
AM1 measurements for ctht dataset
upgrades e s S S B 1 )

QIO

System Performance:
« Change & Configuration Control

y U pd ates to SCh ed u Ie r pa ra mete rs 20 5(0)0.0))(®) RO (R (@) D22 ONLO (@I w) (oF

Process management & development | ) Time

. Code Changes
Impact analysis of system performance

on science products

02 2017-07-12 01:52:07 7.761596. pipe_tasks

H ( 2017-07-13 00:57:15 7.761596. afw, daf_persistence, obs_base
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04 2017-07-14 00:58:58 7.761596.. obs_subaru, afw, pipe_drivers, coadd_utils, meas_algorithms, ip_diffim,




Operations Headquarters & EPO: NCOA - Tucson, AZ /=)
o e

Directors Office:

* Agency interactions
« Safety and Compliance
*  Business support

Education and Public Outreach:

EPO Portal

Formal Education and Data
Access

Zzooniverse.org

Citizen Science

Planetarium and Science Center
Support

EPO data center (hosted)




Conclusions = S/

Strengths of the LSST distributed system:

« Leverages expertise developed during the construction
project.

* Places domain expertise where it is needed the most.

Challenges we will face:

« Maintaining coordination across the centers — communication
needs are complex.

« Establishing processes to ensure overall system functionality
as intended.
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