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The end-to-end operation model 
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Usage of data reduction tools 

Observatory 

Quality control at telescope and at ESO headquarter 

Processing of pre-imaging data 

Production and certification of master calibration frames  

Production of science data products for the archive facility. 

Community 

Batch processing of data from observations or archive 

Interactive data reduction  

Optimizing science results 

 

 

@telescope & 
ESO HQ 
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ESO Data Reduction Infrastructure 

ESO Internal 
only 

Public communalities 

Data organization 
DO at telescope, ABbuilder 

QC Garching 
CalSelector service, 
Gasgano, Reflex DO 

OCA language 

Algorithms 
Quick look recipes CPL pipeline recipes, 

Reflex Python plotting, 
(Molecfit and other tools) 

CPL 

Data Reduction workflows 
Paranal & QC cascades, 

Phoenix 
Reflex Esorex recipe execution 



Data Organization 
Organise files into data sets = all files needed to reduce one 
set of science files. 

Science  

Calibration  

Calibration  
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Data Organisation 
 Pipeline (ESO Observatory, Data Organiser) 

 On-the-fly data processing (event driven) 
 Template-based processing 
 Static calibration database (only certified products are used) 

 Quality Control (ESO Headquarters, ABbuilder) 
 Batch processing of complete data sets (all science and calibration data 

produced by one ESO instrument in one night) 
 Best available calibrations are used => data must be organized according to 

the Calibration Cascade 
 Science Archive (CalSelector)  
 Web-based association of calibration data in archive (raw and reduced) to 

science data 

 Data Reduction by Community (Reflex, Gasgano) 
 Data organisation of files on disk for different processing cascades. 

 
 

 
 

 



OCA Rules 
• Data organisation defined as text files “OCA rules”  
• Three types of rules: 

 Classification ( „This is a Raw Dark“) 
 
 
 
 Organization („These Raw Darks are processed together”) 
 
 
 Association (“select Biases based on properties of Raw Darks“ 

or “process these Raw Darks together using selected Biases“  
 

if DPR.CATG=="CALIB" and DPR.TYPE==”DARK"  then 
{ 
RAW.TYPE = ”DARK"; 
} 

select execute(MAKEDARK) from inputFiles 
 where RAW.TYPE==”DARK“ group by TPL.START 

action MAKEDARK 
{ 
select file as MASTER_BIAS from calibFiles where 
PRO.CATG=="MASTER_BIAS" and inputFile.DET.WIN1.BINX==DET.WIN1.BINX; 
} 
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Algorithms 
 Consortia are required to deliver pipeline recipes coded in 

C using the “ESO Common Pipeline Library” and “High 
Level Data Reduction Library” and Reflex workflows that 
support them (P. Ballester,  VLT-SPE-ESO-19000-1618) 

 CPL: basic library to create recipes that run as plugins (dynamic 
libraries)  

 HDRL: CPL library with science algorithms 

 Deliverables include Reflex workflow, documentation, … 

 Pipeline Systems Group (~ 9 developers, lead S. Castro) 
tests, integrates, maintains and upgrades pipelines after 
start of operation, CPL and HDRL 

 Scientific oversight by Garching instrument project 
scientists during development, Science Data Products 
Group and Paranal instrument scientist during operation 
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High level Data Reduction Library HDRL 
A. Gabasch 

 Overscan computation and subtraction 
 Master frame combination(Bias/Dark/Flat) 
 Cosmic ray detection on a single image 
 Bad pixel determination on  

 Single images. 

 Stacks of identical images, e.g. bias/dark frames. 

 Sequence of images, e.g. domeflats with different exposure time. 

 Computation of the Strehl ratio 
 Fringe detection and removal 
 Source detection/extraction 

More to come: 
 Optimal Extraction 
 Wavelength calibration  
 Detection of pick-up noise 
 … 
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Data Reduction Workflows 

 Even when algorithms (recipes) are given, data reduction 
involves many decisions: 
 Which data do I process first? 
 Which files are processed by which recipes? 
 Which files need to be re-processed? 
 How do I organize the output? 

 Workflow differs for different use cases. Example: 
 QC0 use static calibration 
 QC1 processes all calibrations independent of later use 
 Desktop reduction processes all data for given datasets 
 Science data processing for archive uses pre-computed 

calibration files 
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Scientific Workflow Systems  
 System to define and execute series of data 

manipulation steps 
 Flexible intuitive workflow essential for desktop 

data reduction 
 Reflex uses Kepler     https://kepler-project.org                   

 Kepler provides the graphical user interface 
 Reflex is a collection of Kepler components 

(“actors”) that allow to execute ESO recipes, data 
display GUIs, and Python scripts 

 Available for Linux and OS X 
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ESO Reflex: Key features 
Freudling et al. 2013A&A...559A..96F 

  Organizes the data 
 Pipeline modules cascade run with a single click 
 Highly efficient, only (re)executes procedures when 

necessary, taking all previous executions into account 
(“Lazy mode”)  

 Book-keeping, provenance tree can be explored 
 GUIs to display intermediate products, allows modification 

and re-execution of individual steps.  
 Progress of the workflow can be monitored 
 Allows insertion of command line user procedures in any 

language 
 Comes with test data and tutorial for each workflow 

1
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KMOS WORKFLOW 

Global parameters that allows to define: 
The illumination correction strategy: twilight flats or lamp flats. 
The Telluric correction and response curve correction strategy:  
 Response and telluric correction from pipeline (using observed standard star) 
 Merge the static Response calibration with an user-provided telluric correction (obtained, e.g., 

using molecfit). 
 Response correction only (from static calibration). 
 Telluric correction only (from user-provided calibration) 
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Interactive window to  
design the sky-mask. 

MUSE-ZAP workflow 

Sky residuals are decomposed 
into  
principal components either using: 
Sky regions around the target; 
Dedicated sky observations (if 
present in the dataset). 
  
 

 It uses the Python code by Soto et al. (2016MNRAS.458.3210S ) 
 It is independent of the muse pipeline. 
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Summary 

 ESO supports data reductions for 3 different use cases: 
 Operations, quality control 
 Archive 
 Community 

 Different use cases use different strategies and tools for  
 Data organization 
 Reduction workflow 

 ESO’s developped unique infrastructure to share data 
reduction components 
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