
Sequential Importance Sampling

- This exercise is designed to illustrate online updating of particle based representations of 
probability distributions

- scenario: tracking a randomly moving object against a crowded field
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- Method: we will imagine exact knowledge of the object’s 
initial location and that it begins with zero velocity

we will track it via a set of particles iterated (randomly) via 
the system equation, weighted via the observational 
likelihood, and resampled to avoid particle degeneracy


