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ν2GC: New Numerical Galaxy Catalog
• Successor of Numerical 

Galaxy Catalog
(νGC: Nagashima+ 2005)

• All basic physics are 
included

• MCMC parameter fitting

• Luminosity functions of 
AGNs at z<6.0 are also 
reproduced 

• Combining with ultralarge 
simulation

• Ishiyama+ 2015
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ν2GC simulation suite 
• Compared with Millennium simulation (Springel+05)

• 11x larger volume, 4x better mass resolution

• Planck Cosmology

• Many runs → Covering low- and high-z galaxies and AGNs

• Compared to other large simulations,  smaller boxes are used
• Mass resolution is better

Ishiyama+ 2015, PASJ, 67, 61
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Cosmological simulation (ν2GC –H1)
dark matter only!

360 degree panoramic video for head mounted display 
is available on http://4d2u.nao.ac.jp/English/



Facilities
• Massively parallel TreePM poisson solver, 

GreeM (Ishiyama+ 2009, 2012)
• High performance and scalability 

upto a million CPU cores at least
• SC12 Gordon Bell Prize Winner
• 2-10 times faster than "Gadget-2" (Springel 2005)
• ~5 times faster than HACC (Habib+ 2012)

• K Computer at RIKEN, Japan
• World's eighth fastest supercomputer (10.6 Pflops)
• Total 0.66 million cores

• Aterui supercomputer at CfCA, NAOJ
• ~ 1Pflops
• Astro only



Performance results on K computer
 Scalability (20483 - 102403)

 Excellent strong scaling
 102403  simulation is well 

scaled from 24576 to 82944 
(full) nodes of K computer

 Performance (126003)
 The average performance on

 full system is ~5.8Pflops,

 ~55% of the peak speed
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N = 81923 =
549,755,813,888

L = 1.12 Gpc/h
m = 2.2 x 108 Msun/h

Planck Cosmology

11x larger volume,
4x better mass res,
compared to 
Millennium Run
(Springel+ 2005)
N = 21603

L = 0.5 Gpc/h
m = 8.6 x 108 Msun/h
WMAP1 (σ8=0.9)



~ 100 hours on 
131,072 CPU cores 
of K computer

Data size : ~1PB 

z=0



Mass functions

• All mass functions are 
well converged 
regardless of redshifts !!!

• Simple single fitting 
formula describes mass 
functions of various 
redshifts pretty much!



http://hpc.imit.chiba-u.jp/~ishiymtm/db.html



• Basic authentication + login form
• Account is anonymous only
-> unnecessary to make individual user accounts

• Username, password (same)
• Basic authentication: guest
• Login form: nbody

http://hpc.imit.chiba-u.jp/~ishiymtm/db.html



http://hpc.imit.chiba-u.jp/~ishiymtm/db.html

• Rockstar merger trees of all 20483

simulations 

• That of a 40963 simulation (560Mpc/h) 
will be available soon

• Rockstar catalogs of a 81923 simulation
• z=0, 1, 2, 3, 4, 4.57, 6, 7
• Other redshifts will be added after 

file system is upgraded 

• FoF merger trees of all simulations  will 
be added



You do not need to know about SQL

http://hpc.imit.chiba-u.jp/~ishiymtm/db.html
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If you want to download 
everything anyway

• Most data can be also download from here (bz2 archive) 
• http://hpc.imit.chiba-u.jp/~nngc/ 
• Some files exceed 100GB

• Rockstar at one time stamp for the 81923 simulation
• Rockstar catalogs of 81923 at 40 redshifts (z=0 ~ 7)

• Partially mirrored in “Skies & Universes”
• http://skiesanduniverses.org

• Mock galaxy catalogs  (Makiya+  2016) are available on
• http://cdsarc.u-strasbg.fr/cgi-bin/VizieR?-source=J/PASJ/68/2



New simulations for next generation 
wide and deep surveys (2018)
• May 2018, the supercomputer at NAOJ will be upgraded

• 1PFlops → 3PFlops (40,200 CPU cores,  386 TB memory)

• My proposal for an intensive use has been accepted
• Access to the full system and use of 1 PB storage

• 81923-163843,  ~2-10 Gpc/h simulation is possible 
( ~109 Msun/h mass resolution)

• Connection with Euclid and Subaru PFS !!!

• Exascale supercomputer in Japan may start to run in 2020-21
• ~30 trillion particles simulation will be possible
• The detail is still unknown, but CPU architecture is announced 

to be based on ARM ……



Challenging
• Storage

• Full particle data for one time stamp: 10-16TB (81923)
• With data compression, 100 snapshots can be stored (<1PB)

• Merger tree
Rockstar runs on distributed memory supercomputers
• Consistent tree code does not

• Generating trees for 40963 simulation required ~12 days 
and maximum 350GB memory

• > 81923 ???

• FoF merger trees are OK
• Most bounded particle of subhalos are tracked after accretion



Summary
• Some halo/subhalo catalogs and merger trees are available on

• http://hpc.imit.chiba-u.jp/~ishiymtm/db.html
• http://hpc.imit.chiba-u.jp/~nngc/ 
• http://skiesanduniverses.org/

• Mock galaxy/AGN catalogs are available on 
• http://cdsarc.u-strasbg.fr/cgi-bin/VizieR?-source=J/PASJ/68/25

• 360 degree panoramic video for head mounted displays is 
available on http://4d2u.nao.ac.jp/english/


