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LANDSCAPE: LOTS OF DATA
» LSST, Euclid, WFIRST producing large surveys

» LSST time domain: 1077 events per night

» Dramatic improvement of MMA capabilities in the 2020s
and 2030s: multiple events per day

» “Cornucopia” both in data scale and rate of acquisition

» Challenge: analysis over different messengers, many
different data sources
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Chang etal., 2019
“Cyberinfrastructure Requirements to Enhance Multi-messenger Astrophysics ™
https://scimma.org
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CHALLENGES WITH THE STATUS QUO

» Physical infrastructure: Infrastructure purchases made every ~5
years. Major modifications only possible during procurement/
upgrade processes.

» Lack of standards: Each archive implements similar (but not quite the
same!) solutions to common needs.

» Distributed architecture: data is geographically spread out,
simultaneous access across datasets or of the full dataset impossible

» Hard to evolve data access model: ‘Rigidity’ of infrastructure means
that experimenting with novel technology/new data management is
very difficult.
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CLOUD COMPUTING: WHAT IS IT?

» Cloud = data center which provides on-demand compute
power, database, storage, applications, and other IT
resources via the internet with pay-as-you-go pricing to

offer faster innovation, flexible resources, and economies
of scale

» Major benetfits: on-demand self-service, fast network

access, geographic distribution, resource pooling, rapid
elasticity, reliable service
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CLOUD COMPUTING: WHERE IS IT?
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CLOUD COMPUTING: MODELS OF RESPONSIBILITY

Traditional Infrastructure Platform Software
On-Premises as a Service as a Service as a Service
Deployment (laaS) (PaaS) (SaaSs)

Cook the Pizza Cook the Pizza Cook the Pizza

Toppings Toppings Toppings

Pizza Dough Pizza Dough

Oven

Gas

Kitchen

Made In-House Kitchen-as-a-Service Walk-In-and-Bake Pizza-as-a-Service

Customer Managed
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GENERIC CLOUD BENEFITS

» On-demand \
» Elasticity \ -
» Productivity ‘

» Reliability
 Security "' s

» Global scale

» Cost
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BENEFITS TO ASTRONOMICAL DATA MANAGEMENT

» Reuse infrastructure: focus on core competencies,
experiment with new technologies

» Scale: work server-side, high-throughput computing and
pleasingly parallel work possible

» Innovation and accessibility: lower barrier to entry,
increase innovation, democratize compute access
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PERSONNEL

» Adoption of common technologies can increase inter-
project mobility

» Decrease single points of failure/software start-up factor
» Increase the recruitment pool

EDUCATION

» Developing cloud-relevant skills as part of astro training at all
levels

» Providing career paths for people with the necessary skill set

Norman et al., 2019, “The Growing Importance of a Tech-Savvy Astronomy and Astrophysics Workforce “
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SOFTWARE DEVELOPMENT

» We can all share and contribute to fundamental software
libraries

» The laC paradigm allows for reuse of infrastructure
components and cumulative development

» If you did something cool, push it upstream



SCIOPS-2019

POTENTIAL CHALLENGES

» Astronomical workflows need to be refactored for the
cloud

» Storage costs and egress fees, running some services free
for the community is non-negotiable

» Security: a well managed cloud can be more secure than
“on-prem”

» Vendor lock-in and commercial partnerships
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Smith et al., 2019
“Astronomy should be in the clouds



BETA

Cloud Life Sciences

Process, analyze, and annotzte genomics and biomedical data at scale using containerized workflows.

View dccumentation

From Genomics to Life
Sciences

Cloud Life Scierces (farmerly Google Genom cs) 2nables the
life sciences community to process biomedical data at
scele. Cost effective and suppcerted by a growing partner
ccosystem, Cloud Life Sciences lets you focus on analyzing
data and reproducing rasults while GCP takes carz of the

rest.




Registry of Open Data on AWS

Space Telescope Science Institute

The Space Telescope Sdence Institute (STSdl] is operated by
the Assodation of Universities for Research in Astronomy
. ; (AUIRA) with the goal of helping humanity explore the
ST-&] universe with advanced space telescopes and ever-growing
data archives. \We have performed science operation for the
Hubble Space Telescope since its launch in 1930 and we lead the science and
mission operations ‘or the James Webb Space Telescope (JWST), planned to
launch in 2021, We vill perform parts of the science operations far the Wide
Field Infrared Survey Telescope (WFIRST) and we are partners on several
other NASA missions. We host the Barbarz A. Mikulski Archive for Space
Telascopes {MAST) which curates and disseminates data from over 20
astronomical missions; and we bring science to the world threugh
internztionally recognized news, education, and public outreach programs.
With the datasets hosted through the AWS Public Dataset Program we aim
to allow the astronomical commu ily Lo carry aul research Lo lead o new

scientific discoveries.

Search datasets (currently 3 matching datasets)

ch datas

Add to this registry

If you want to add z dataset or example of howr to use a dataset to this
registry, please follow the instructions on the Registry of Open Data on AWS
GitHubk repository.

Unless specifically stated in the zpplicable dataset dacumentation, datasets
available through the Registry of Open Data on AWS zre not provided and

Hubble Space Telescope Public Data

The Hubble Space Telescope (HST) is one of the most productive scientific instruments
ever created. This dataset contains celibrated and raw data for all o the currently active
instruments an HST: ACS, COS, STIS anc WFC3.

Details =»

Usage examples

e Exploring AWS Lambda with cloud-hosted Hubble public data by Arfon Smith
¢ Making HST Public Data Available on AWS by Arfon Smith

See 2 usage examples =

Transiting Exoplanet Survey Satellite (TESS)
| astroncmy

The Transiting Exoplaneat Survey Satellite (TESS) is a two-year survey that will discover
exoplanels in orbit around bright stars. More information about TESS s available at MAST
and the TESS Science Support Center.

Details »

Usage examples
o TESS data available on AWS by Arfon Smith

See 1 usage example -

Kepler Mission Data
| astranemy |
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Moughly Volume of Accessed HST Data in 2018
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MAST Labs
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S ansible-playbook -i hosts z2jh.yml


https://mast-labs.stsci.io/2019/02/zero-to-jupyterhub-with-ansible
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THE FUTURE?
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Smith et al., 2019
“Astronomy should be in the clouds
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CONCLUSIONS

» Cloud computing is a major trend in industry

» Cloud adoption can be completely opaque to astro users
(the Netflix experience)

» A coordinated approach to cloud computing can usher in
a new era in astronomical data management analysis

» New opportunities for data exploration will lead to new
science
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CLOUD VS ON-PREMISE PRICING

» On-premise expenses: » Cloud expenses:
» up-front hardware including redundancy » pay-as-you go for using storage, compute,

databases and services
» facilities and utilities (power, network)

» multiple tiers depending on availability
» IT staff to maintain and manage needs and work requirements

» ongoing refresh of hardware » variable, negotiable and decreasing

» Summary: The cloud allows to trade capital expense (data
centers, physical servers, etc.) for variable expense and
only pay for IT as you consume it. Plus, the variable
expense is much lower than what customers can do on
their own because of the larger economies of scale.



