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(full:"machine learning" or full:"artificial intelligence" or 

full:"neural network")

Search term

State of ML in Exoplanets

• Still very new to exoplanets 

• Mainly by three sub-fields: Transit 
detection, direct imaging, atmospheric 
modelling 

• Number of serious ML/AI papers 
increased dramatically since 2018/19 

• Many concurrent issues with other 
fields but little cross-talk yet

Generate using Astrophysics Data System



A natural synergy with the AI community

Astronomy Machine learning

- large data sets 
- Complicated noise 
- Ill posed problems

- Data detrending 
- Pattern recognition 
- Noise models



ECML 2019
Würzburg

ECML 2021 NeurIPS 2022
Online New Orleans

Three Machine Learning Data Challenges



Accidentally entered pop culture in Portugal…



Ariel Data Challenge Factsheet 

 

 

Past Challenges Highlights 
• Successfully run two challenges at the European Conference of Machine Learning (ECML-

PKDD) in 2019 and 2021.  
• Broad participation, the 2021 Challenge was the largest ECML-PKDD challenge of the last 

three years, attracting 130 teams globally. 
• The Ariel Data Challenges attract a mix of academia and industry (the 2021 winner was the 

Portugese startup ML Analytics). 
• The Challenge was used as Masters thesis topics in two universities in Germany and 

Nanjing University in China. 
• The Ariel Challenges are run in conjunction with the European Planetary Science Congress 

who award the annual ‘Ariel Challenge Award’. 
• Two press releases were issued in 2021 with involvement by the European Space Agency, 

UCL and Europlanet Society (https://tinyurl.com/Ariel-challenge), resulting in significant 
media attention across Europe.  
 

 
 
 
 
 
 

The Ariel Data Challenge 2021 winner was 
featured on the Portugese Quiz Show “Joker” on 

December 7th 2021 

Can we model exoplanet atmospheres with AI?

Yip et al. 2022

• What if we can train an AI to quickly and reliably classify and measure planet atmospheres?


• One AI that works for varying instruments, noise levels and systematics?



Giant posterior distributions are here to stay

This is an example of chemistry parameters only for phase curve retrievals


Nested Sampling efficiency maxes out at ~30 parameters


The real parameter space is ~2x as big 


Courtesy of Q. Changeat
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FIGURE 8. Number of likelihood evaluations on Gaussian-like likelihood functions. The blue curves show two
cases with different information gain changes with dimensionality. Both cases indicate a low cost at d < 30 di-
mensions for ellipsoidal NS under optimal conditions (likelihood with ellipsoidal contours). Red curves illustrate
the high-dimensional polynomial scaling of NS with a step samplers, on top of an arbitrarily chosen, fixed base
cost.

The first term decreases the acceptance rate only mildly with dimensionality. The exponen-
tial decline in the second term becomes crucially important when the number of live points
is small. This likely encodes the curse of dimensionality, and the inherent limitations of re-
jection techniques. Equation 3 suggests that a good choice for the number of live points for
ellipsoidal sampling is:

(4) N(d) =max{7⇥ d2,Nmin}

where Nmin is set by the desired sampling resolution (see §4.3). Indeed, Figure 7 shows that
acceptance rates of 50% are maintained when d doubles and N increases five-fold.

The total cost is obtained from the per-iteration cost and the number of iterations needed.
Shrinking from the prior volume Vp until a low fraction ✏ of a target posterior volume Vt

requires i = N ⇥ ln Vp

Vt⇥✏
iterations (see §3.1). The ratio H = ln Vp

Vt
here is the information

gain from the prior to the posterior. Combining the acceptance rate formula of eq. 3 and the
number of iterations i, and the sampling of the initial N live points, Allison and Dunkley,
2014 obtain the total nested sampling cost as:

(5) C =N +
i

↵
=N +N ⇥ ln

Vp

Vt ⇥ s
⇥ 1

↵

The factor Vp

Vt
is problem-specific. It is not easy to study the scaling with dimensionality,

as varying the dimensionality implies analysing a different problem. Here we consider two
cases: (A) If new parameters are added, and they are all updated with the same information
gain, then Vp

Vt
=Kd. This increases the cost of C to O(N

↵
⇥ d). (B) If adding new parameters

only redistributes the same information, then Vp

Vt
=K remains constant with dimensionality,

and thus the cost is of order O(N
↵
). For these two cases, the total costs C are plotted in Fig-

ure 8, with N = 400. The normalisations are arbitrary and cannot be compared. Ellipsoidal
NS clearly works best in d < 30 dimensions. This agrees with our practical experience with
the MultiNest ellipsoidal sampling implementation, which begins to break down close to that
dimensionality. For comparison, the aforementioned d2 scaling of a MCMC LRPS algorithm

Buchner (2020)

We are here



Current ML retrieval progress in the field

• Radom Forrests (e.g. Marquez-Neila et al. 2018)

• Feed forward models (e.g. Waldmann 2016)

• Convolutional models (Ardevol Martinez et al. 2022)

• Generative models (Zingales & Waldmann 2018)

• Ensemble forward networks (e.g. Cobb et al 2019)

• Variational Inference (Yip et al. 2022

• Surrogate models (e.g. Himes et al. 2021)

• Transverse Vector Decomposition (Matchev et al. 2022) 



Why a challenge on retrievals?

Generating approximate posterior distributions using machine 
learning over a wide parameter range is one of the hardest tasks 
in contemporary ML 

Understanding decision making and biases is fundamentally 
important to an adoption of these methods in science


Last year’s NeurIPS Bayesian inference challenge featured 2D 
parameter spaces -> we’re asking for 6D



Putting retrievals to the ML community
Largest simulation set to date: 


100,000 forward models - 26,000 retrievals



SciML AI Benchmark Dataset  
and continued development platform

• The dataset will be made into a standard AI benchmarking set


• We hope to maintain this data set / platform as development platform 
and for future data workshops



Ariel Competition Tracks
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- Provide summary statistics

- 500 planets for leader board

- 3000 planets for final solution

- Provide full posteriors

- 200 planets for leader board

- 3000 planets for final solution

- 1st Prize: $1000

- 2nd Prize: $500

- 1st Prize: $2000

- 2nd Prize: $500

Ariel Competition Tracks



Participating and Sponsoring partners



Important beyond planets
- Bayesian Sampling of high parameter spaces is a general problem

- Applicable in all complex inverse processes in physical science

- Big problem in medical physics for example 

PathMNIST ChestMNIST DermaMNIST OCTMNIST PneumoniaMNIST RetinaMNIST

BreastMNIST OrganAMNIST OrganCMNIST OrganSMNISTBloodMNIST TissueMNIST

OrganMNIST3D AdrenalMNIST3D VesselMNIST3D SynapseMNIST3DNoduleMNIST3D FractureMNIST3D

Figure 1. An Overview of MedMNIST v2. MedMNIST is a large-scale MNIST-like collection of standardized 2D and 3D
biomedical images with classification labels. It is designed to be diverse, standardized, educational, and lightweight, which
could support numerous research / educational purposes.

and ordinal regression). It is as diverse as the VDD4 and MSD5 to fairly evaluate the generalizable performance of
machine learning algorithms in different settings, but both 2D and 3D biomedical images are provided.

• Standardized: Each sub-dataset is pre-processed into the same format, which requires no background knowledge for
users. As an MNIST-like8 dataset collection to perform classification tasks on small images, it primarily focuses on the
machine learning part rather than the end-to-end system. Furthermore, we provide standard train-validation-test splits for
all datasets in MedMNIST v2, therefore algorithms could be easily compared.

• Lightweight: The small size of 28⇥28 (2D) or 28⇥28⇥28 (3D) is friendly to evaluate machine learning algorithms.

• Educational: As an interdisciplinary research area, biomedical image analysis is difficult to hand on for researchers
from other communities, as it requires background knowledge from computer vision, machine learning, biomedical
imaging, and clinical science. Our data with Creative Commons (CC) Licenses is easy to use for educational purposes.

MedMNIST v2 is extended from our preliminary version, MedMNIST v19, with 10 2D datasets for medical image
classification. As MedMNIST v1 is more medical-oriented, we additionally provide 2 2D bioimage datasets. Considering the
popularity of 3D imaging in biomedical area, we carefully develop 6 3D datasets following the same design principle as 2D ones.
A comparison of the “decathlon” datasets could be found in Table 1. We benchmark several standard deep learning methods
and AutoML tools with MedMNIST v2 on both 2D and 3D datasets, including ResNets10 with early-stopping strategies on
validation set, open-source AutoML tools (auto-sklearn11 and AutoKeras12) and a commercial AutoML tool, Google AutoML
Vision (for 2D only). All benchmark experiments are repeated at least 3 times for more stable results than in MedMNIST v1.
Besides, the code for MedMNIST has been refactored to make it more friendly to use.

As a large-scale benchmark in biomedical image analysis, MedMNIST has been particularly useful for machine learning and
computer vision research13–15, e.g., AutoML, trustworthy machine learning, domain adaptive learning. Moreover, considering
the scarcity of 3D image classification datasets, the MedMNIST3D in MedMNIST v2 from diverse backgrounds, could benefit
research in 3D computer vision.

2/11

PathMNIST ChestMNIST DermaMNIST OCTMNIST PneumoniaMNIST RetinaMNIST

BreastMNIST OrganAMNIST OrganCMNIST OrganSMNISTBloodMNIST TissueMNIST

OrganMNIST3D AdrenalMNIST3D VesselMNIST3D SynapseMNIST3DNoduleMNIST3D FractureMNIST3D

Figure 1. An Overview of MedMNIST v2. MedMNIST is a large-scale MNIST-like collection of standardized 2D and 3D
biomedical images with classification labels. It is designed to be diverse, standardized, educational, and lightweight, which
could support numerous research / educational purposes.

and ordinal regression). It is as diverse as the VDD4 and MSD5 to fairly evaluate the generalizable performance of
machine learning algorithms in different settings, but both 2D and 3D biomedical images are provided.

• Standardized: Each sub-dataset is pre-processed into the same format, which requires no background knowledge for
users. As an MNIST-like8 dataset collection to perform classification tasks on small images, it primarily focuses on the
machine learning part rather than the end-to-end system. Furthermore, we provide standard train-validation-test splits for
all datasets in MedMNIST v2, therefore algorithms could be easily compared.

• Lightweight: The small size of 28⇥28 (2D) or 28⇥28⇥28 (3D) is friendly to evaluate machine learning algorithms.

• Educational: As an interdisciplinary research area, biomedical image analysis is difficult to hand on for researchers
from other communities, as it requires background knowledge from computer vision, machine learning, biomedical
imaging, and clinical science. Our data with Creative Commons (CC) Licenses is easy to use for educational purposes.

MedMNIST v2 is extended from our preliminary version, MedMNIST v19, with 10 2D datasets for medical image
classification. As MedMNIST v1 is more medical-oriented, we additionally provide 2 2D bioimage datasets. Considering the
popularity of 3D imaging in biomedical area, we carefully develop 6 3D datasets following the same design principle as 2D ones.
A comparison of the “decathlon” datasets could be found in Table 1. We benchmark several standard deep learning methods
and AutoML tools with MedMNIST v2 on both 2D and 3D datasets, including ResNets10 with early-stopping strategies on
validation set, open-source AutoML tools (auto-sklearn11 and AutoKeras12) and a commercial AutoML tool, Google AutoML
Vision (for 2D only). All benchmark experiments are repeated at least 3 times for more stable results than in MedMNIST v1.
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Yang et al. 2021



Start: 30th June 
End: 17th October 
NeurIPS 2022, 26 November - New Orleans

https://www.ariel-datachallenge.space



It’s all just an excuse to go to New Orleans
NeurIPS 2022

Thank you.


