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Cluster formation processes

Galaxy clusters are the nodes of the cosmic web

Clusters grow through
accretion of substructures
from filaments

Most of the cluster mass
(∼ 80%) accumulates
through accretion of small
structures (major mergers
carry a lot of mass but are
very rare)
Signatures of accretion
processes should be found
in the outskirts of clusters
connected to filaments
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The “clumping bias”

The accretion flow on galaxy
clusters is clumpy and
asymmetric

X-ray signal biased towards
high-density regions:

C 2 =
〈ρ2〉
〈ρ〉2

> 1

The gas density measured from X-ray
observations is biased high in the pres-
ence of inhomogeneities

Properties of gas clumps and gas clumping factor in the ICM 3
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Figure 2. Top panels: X-ray flux in the [0.5-2] keV (in [erg/(s · cm2)]) of three simulated clusters of our sample at z=0 (E15B-relax, E1-post merger and
E3B-merging). Bottom panels: X-ray flux of clumps identified by our procedure (also highlighted with white contours). The inner and outer projected area
excluded from our analysis have been shadowed. The area shown within each panel is ∼ 3 × 3 R200 for each object.

DM particles and ∼ 25 kpc/h in most of the cluster volume in-
side the ”AMR region” (i.e. ∼ 2 − 3 R200 from the cluster centre,
see Vazza et al. 2010; Vazza 2011a; Vazza et al. 2011a for further
details).

We assumed a concordance ΛCDM cosmology, with Ω0 =
1.0, ΩB = 0.0441, ΩDM = 0.2139, ΩΛ = 0.742, Hubble parame-
ter h = 0.72 and a normalization for the primordial density power
spectrum of σ8 = 0.8. Most of the runs we present in this work
(Sec.3.1-3.2) neglect radiative cooling, star formation and AGN
feedback processes. In Sec.3.3, however, we discuss additional runs
where the following non-gravitational processes are modelled: ra-
diative cooling, thermal feedback from AGN, and pressure feed-
back from cosmic ray particles (CR) injected at cosmological shock
waves.

For consistency with our previous analysis on the same sam-
ple of galaxy clusters (Vazza et al. 2010, 2011a,c), we divided our
sample in dynamical classes based on the total matter accretion
history of each halo for z ! 1.0. First, we monitored the time
evolution of the DM+gas mass for every object inside the ”AMR
region” in the range 0.0 ! z ! 1.0. Considering a time lapse of
∆t = 1 Gyr, ”major merger” events are detected as total matter ac-
cretion episode whereM(t + ∆t)/M(t) − 1 > 1/3. The systems
with a lower accretion rate were further divided by measuring the
ratio between the total kinetic energy of gas motions and the ther-

mal energy inside the virial radius at z = 0, since this quantity pa-
rameter provides an indication of the dynamical activity of a cluster
(e.g. Tormen et al. 1997; Vazza et al. 2006). Using this proxy, we
defined as ”merging” systems those objects that present an energy
ratio > 0.4, but did not experienced a major merger in their past
(e.g. they show evidence of ongoing accretion with a companion
of comparable size, but the cores of the two systems did not en-
counter yet). The remaining systems were classified as ”relaxed”.
According to the above classification scheme, our sample presents
4 relaxed objects, 6 merging objects and 10 post-merger objects.

Based on our further analysis of this sample, this classifica-
tion actually mirrors a different level of dynamical activity in the
subgroups, i.e. relaxed systems on average host weaker shocks
(Vazza et al. 2010), they are characterized by a lowest turbulent
to thermal energy ratio (Vazza et al. 2011a), and they are char-
acterized by the smallest amount of azimuthal scatter in the gas
properties (Vazza et al. 2011c; Eckert et al. 2012). In Vazza et al.
(2011c) the same sample was also divided based on the analysis of
the power ratios from the multi-pole decomposition of the X-ray
surface brightness images (P3/P0), and the centroid shift (w), as
described by Böhringer et al. (2010). These morphological param-
eters of projected X-ray emission maps were measured inside the
innermost projected 1 Mpc2. This leads to decompose our sam-
ple into 9 ”non-cool-core-like” (NCC) systems, and 11 ”cool-core-

Vazza, DE et al. 2013
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side the ”AMR region” (i.e. ∼ 2 − 3 R200 from the cluster centre,
see Vazza et al. 2010; Vazza 2011a; Vazza et al. 2011a for further
details).

We assumed a concordance ΛCDM cosmology, with Ω0 =
1.0, ΩB = 0.0441, ΩDM = 0.2139, ΩΛ = 0.742, Hubble parame-
ter h = 0.72 and a normalization for the primordial density power
spectrum of σ8 = 0.8. Most of the runs we present in this work
(Sec.3.1-3.2) neglect radiative cooling, star formation and AGN
feedback processes. In Sec.3.3, however, we discuss additional runs
where the following non-gravitational processes are modelled: ra-
diative cooling, thermal feedback from AGN, and pressure feed-
back from cosmic ray particles (CR) injected at cosmological shock
waves.

For consistency with our previous analysis on the same sam-
ple of galaxy clusters (Vazza et al. 2010, 2011a,c), we divided our
sample in dynamical classes based on the total matter accretion
history of each halo for z ! 1.0. First, we monitored the time
evolution of the DM+gas mass for every object inside the ”AMR
region” in the range 0.0 ! z ! 1.0. Considering a time lapse of
∆t = 1 Gyr, ”major merger” events are detected as total matter ac-
cretion episode whereM(t + ∆t)/M(t) − 1 > 1/3. The systems
with a lower accretion rate were further divided by measuring the
ratio between the total kinetic energy of gas motions and the ther-

mal energy inside the virial radius at z = 0, since this quantity pa-
rameter provides an indication of the dynamical activity of a cluster
(e.g. Tormen et al. 1997; Vazza et al. 2006). Using this proxy, we
defined as ”merging” systems those objects that present an energy
ratio > 0.4, but did not experienced a major merger in their past
(e.g. they show evidence of ongoing accretion with a companion
of comparable size, but the cores of the two systems did not en-
counter yet). The remaining systems were classified as ”relaxed”.
According to the above classification scheme, our sample presents
4 relaxed objects, 6 merging objects and 10 post-merger objects.

Based on our further analysis of this sample, this classifica-
tion actually mirrors a different level of dynamical activity in the
subgroups, i.e. relaxed systems on average host weaker shocks
(Vazza et al. 2010), they are characterized by a lowest turbulent
to thermal energy ratio (Vazza et al. 2011a), and they are char-
acterized by the smallest amount of azimuthal scatter in the gas
properties (Vazza et al. 2011c; Eckert et al. 2012). In Vazza et al.
(2011c) the same sample was also divided based on the analysis of
the power ratios from the multi-pole decomposition of the X-ray
surface brightness images (P3/P0), and the centroid shift (w), as
described by Böhringer et al. (2010). These morphological param-
eters of projected X-ray emission maps were measured inside the
innermost projected 1 Mpc2. This leads to decompose our sam-
ple into 9 ”non-cool-core-like” (NCC) systems, and 11 ”cool-core-
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The azimuthal median method

In numerical simulations:
the distribution of gas
density values within a
spherical shell is
log-normal + skewed tail

〈ρ2〉 is biased high, but
median(ρ2) is not

It is reasonable to think
that the same is also true
in projected 2D annuli
→ Use median(SX )
instead of 〈SX 〉 in
concentric annuli

4 Zhuravleva et al.

Figure 2. Left: Sketch of ICM description used in the paper. The PDF of the density in a radial shell at 1.1-1.2 r500 in the relaxed

cluster CL7 (CSF run) is shown with the solid curve. The solid vertical line shows the median value of the density (see §3.1). The ICM
is divided (see §4) into two components (hatched regions): bulk, volume-filling component and high density inhomogeneities, occupying

small fraction of the shell volume. The bulk component in the paper is characterized by two main parameters: (1) the median value

of the density and (2) by the width of the density distribution. The separation of the components is based on the width of the bulk
component and on the deviation of the density from the median value (see §4). Right: Log-Normal approximation of the density PDF.

The solid curves show the density PDF in three radial shells: 0.9-1r500, 1.1-1.2 r500 (same as in the left panel) and 1.6-1.8 r500. For

comparison the dashed curves show the log-normal distribution centered at the median density value. The Full Width Half Maximum

of the log-normal distribution is calculated as W10(ne) = log10

ne,2

ne,1
, where the interval from ne,1 to ne,2 corresponds to 76 per cent of

the shell volume (see §3.2). With these definitions a log-normal distribution provides good approximation of the bulk component PDF
in each radial shell.

due to high density inhomogeneities one has to excise them
from the data. Often, when analyzing simulated data, the
high density gas clumps are removed by introducing some
threshold values in the density/temperature values and ex-
cising the regions where the ICM parameters violate these
thresholds (e.g. Lau, Kravtsov, & Nagai 2009; Vazza et al.
2011; Fabjan et al. 2011). The radial profiles are then calcu-
lated by averaging the density (or pressure/temperature),
over the remaining volume. However, the resulting mean
profiles are sensitive to the particular procedure of clump
removal. High density inhomogeneities can significantly shift
the mean density or temperature, causing distortions in the
mean pressure. We instead are seeking a method which will
be robust with respect to the presence of inhomogeneities
and does not require fine tuning of the clump removal pro-
cedure.

We propose to use median radial profiles of density,
temperature and pressure instead of their mean quantities
as is most commonly done. Given N particles in a radial
shell the calculation of the median is reduced to sorting par-
ticles in ascending/descending order and taking the value
corresponding to a particle with index N/2.2 White curves

2 In our case all particles are uniformly distributed over the vol-

ume and median is calculated with unit weight, automatically
giving us volume-weighted median. In case of SPH simulations

in Figs. 1 and Fig. 3 show resulting median radial profiles.
These median profiles can be favorably compared (Fig. 3) to
the mean and mode profiles. The median profile is smooth
and follows well the peak of the PDF even when contami-
nation by high density gas inhomogeneities is very severe.
Of course, this is true only as long as the fraction of volume
occupied by the high density component is small. The mean
density profile is reasonably smooth, but it is strongly af-
fected by clumps, which drive it well above the PDF peak.
The mode value by definition coincides with the peak of the
PDF, but it is not smooth. Its fluctuations reflect (possibly
small) variations of the PDF near the maximum.

Clearly the median value is an optimal choice if one
thinks of using it for the hydrostatic equilibrium equation. It
can be calculated straightforwardly from the PDFs in spher-
ical shells without need to select or tune procedure of high
density clumps removal. It characterizes directly the prop-
erties of the bulk component of the ICM and is not a↵ected
by the presence of high density inhomogeneities, as long as
their volume fraction is small. The median pressure profile

one should use weights inversely proportional to local density to

obtain volume-weighted median instead of the mass-weighted me-

dian, since particles are distributed non-uniformly: the denser the
region is the more particles it contains.

c� 2012 RAS, MNRAS 000, 1–16

Zhuravleva et al. 2013
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The azimuthal median method

In numerical simulations:
the distribution of gas
density values within a
spherical shell is
log-normal + skewed tail

〈ρ2〉 is biased high, but
median(ρ2) is not
It is reasonable to think
that the same is also true
in projected 2D annuli
→ Use median(SX )
instead of 〈SX 〉 in
concentric annuli
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The azimuthal median method

We used a sample of 20 systems simulated with the grid code ENZO
to test the method

The profiles obtained by
deprojecting median(SX )
provide a good match to
the true 3D gas density
profiles
The clumping factor can
then be recovered through
the expression:

C =
deproj(〈SX 〉)

deproj(median(SX ))
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Results and comparison with numerical simulations

ROSAT/PSPC ENZO NR GADGET NR GADGET CSF+AGN
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Hydrodynamical simulations predict too many substructures in
the outskirts
Including AGN + SN feedback improves the match
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Accreting substructures in A2142

We obtained 250 ks XMM observations of A2142 and Hydra A in
AO-11 for to look for accreting substructures
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Accreting substructures in A2142

We obtained 250 ks XMM observations of A2142 and Hydra A in
AO-11 for to look for accreting substructures

Eckert et al. subm
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Tip of the substructure
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The tip of the X-ray substructure is associated with an infalling
galaxy group. The bulk of the gas is lagging behind
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Spectral analysis
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The gas is significantly cooler (kT ∼ 1.4 keV) than the ambient
ICM (∼ 7 keV). Temperature typical of a galaxy group with mass of
a few 1013M�.
→ Disruption of an infalling group within the DM halo of the main
structure
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Ram-pressure stripping properties

This by far the largest stripped structure seen so far:
Projected distance > 800 kpc compared to 150 kpc for M86
Gas mass ∼ 2×1012M� compared to ∼ 1010M� for M86

Assuming pressure equilibrium at the tip we can estimate the
infall velocity:

PICM +ρICMv2 ≈ Pgroup

We find that Pgroup > PICM, such that we obtain v ∼ 1,200 km
s−1 for the infall velocity
⇒ the feature has been surviving in the cluster environment
for at least 600 Myr
For a typical group Pram should exceed Pth throughout most of
the volume, such that > 90% of the gas mass has been already
stripped
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Thermal conduction

Thermal conduction “washes out"
inhomogeneities

The thermal conduction timescale
in a plasma is

tcond ∼
`2

Dcond
=

3ne`2kB
2κ

In an unmagnetized plasma
κ = κSpitzer; for ne ∼ 5×10−5

cm−3 and kT ∼ 5 keV we find
tcond ∼ 1.4 Myr

Thermal conduction in the ICM is
inhibited by a factor & 400!

Fig. 3. Mid-plane cuts of δρ/ρ for the models with M ∼ 0.25. From
top to bottom: f = 0, 10−3, 10−2, 10−1 (the latter very similar to f = 1
run). The color coding is blue→ white→ red: -40%→ 0%→ 40%.

pared with f = 1 model, the density fluctuations increase by a
factor of 0.3 on large scales, while small perturbations have simi-
lar power. The absence of a dramatic decline is mainly due to the
fact that on small scales the sound crossing time becomes greater
than the conduction time (e.g. Fig. 8), hence the tiny bubbles do
not have time to find a new pressure equilibrium. Besides global
diffusion, strong conduction can thus promote minor stirring
motions on small scales, preventing an abrupt decay of A(k)δ.
In this run, the spectrum slope in the inertial regime is steep,
A(k)δ ∝ k−2/3, significantly different from the no-conduction run.
Radial profiles and SBx maps (Fig. 4, bottom) are very similar
to the f = 1 model, retaining their initial spherical morphology.
The Pt number is roughly 10 at the injection scale. Albeit turbu-
lent regeneration starts to be more effective on large scales, the
key Pt threshold appears to be an order of magnitude higher, as
shown by the next model.

We suppress further the conductive flux by f =
10−2, a value advocated by several plasma physics theories
(e.g. Rechester & Rosenbluth 1978; Chandran & Cowley 1998).
The Prandtl number is 100 at the injection scale: turbulence can
now restore part of the perturbations, though only near L (the
normalization rises again to ∼6 percent). This marked discrep-
ancy between large and small scales induces a remarkably steep
slope, A(k)δ ∝ k−4/5 (E(k) ∝ k−2.5), which should emerge in ob-
served data in a clear way, if f ∼ 10−2 is the conductive regime
of the ICM. The δρ/ρ map (Fig. 3, third panel) visualizes well
the regeneration of turbulent eddies on large scales, while the
small-scale flow remains considerably smooth, as corroborated
by the SBx map (Fig. 4, third row). Since this model shows a
clear cutoff, it represents the cleanest case to retrieve the key
threshold for the suppression of density perturbations, which we
find to be Pt ∼ 100. This is not a strict demarcation line, but
rather a transition layer.

Only when conduction is substantially suppressed, f = 10−3
(the typically lowest suppression factor adopted in theories), the
turbulent cascade is significantly restored, generating the same
peak and density spectrum down to ∼L/2. Since thermal dif-
fusion is too week, Kelvin-Helmholtz rolls and Rayleigh-Taylor
instabilities can develop again over a large range, defining the
entire flow dynamics (Fig. 3) and perturbing the X-ray surface
brightness (Fig. 4, second row). Turbulent diffusion is able to
efficiently mix the entropy profile, again lowering/increasing the
central density/temperature (the discrepancy between Te and Ti
is now <∼ 1 percent; §4.1). Conduction can affect only the scales
smaller than 100 kpc, creating a gentle exponential decrease in
the logarithmic A(k)δ. The suppression of δ reaches a factor of
2 near 30 kpc. Notice how conduction still dominates the dif-
fusivity, overcoming (numerical) viscosity. When turbulent re-
generation is efficient, it is not trivial to define an exact cutoff.
Nevertheless, the threshold Pt ∼ 100 (l ∼ 100 kpc) appears a ro-
bust criterium: at that scale we see the beginning of a substantial
decay of the density spectrum (changing slope to k−1/2).

3.2. Mild turbulence: M ∼ 0.5
We now increase the level of turbulent motions by a factor of
two, M ∼ 0.5 (σv ∼ 750 km s−1). Turbulent energy is thus ∼14
percent of the thermal energy, still within the range retrieved by
ICM observations and cosmological simulations. The character-
istic eddy turnover time is teddy ∼ 0.8 Gyr.

Figure 5 shows that the overall behaviour of A(k)δ is similar
to the previous set of models, with differences laying in the de-
tails. The purely turbulent case ( f = 0) forms the usual injection
peak, with maximum at ∼12 percent (Table 1), i.e. two times
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Fig. 3. Mid-plane cuts of δρ/ρ for the models with M ∼ 0.25. From
top to bottom: f = 0, 10−3, 10−2, 10−1 (the latter very similar to f = 1
run). The color coding is blue→ white→ red: -40%→ 0%→ 40%.

pared with f = 1 model, the density fluctuations increase by a
factor of 0.3 on large scales, while small perturbations have simi-
lar power. The absence of a dramatic decline is mainly due to the
fact that on small scales the sound crossing time becomes greater
than the conduction time (e.g. Fig. 8), hence the tiny bubbles do
not have time to find a new pressure equilibrium. Besides global
diffusion, strong conduction can thus promote minor stirring
motions on small scales, preventing an abrupt decay of A(k)δ.
In this run, the spectrum slope in the inertial regime is steep,
A(k)δ ∝ k−2/3, significantly different from the no-conduction run.
Radial profiles and SBx maps (Fig. 4, bottom) are very similar
to the f = 1 model, retaining their initial spherical morphology.
The Pt number is roughly 10 at the injection scale. Albeit turbu-
lent regeneration starts to be more effective on large scales, the
key Pt threshold appears to be an order of magnitude higher, as
shown by the next model.

We suppress further the conductive flux by f =
10−2, a value advocated by several plasma physics theories
(e.g. Rechester & Rosenbluth 1978; Chandran & Cowley 1998).
The Prandtl number is 100 at the injection scale: turbulence can
now restore part of the perturbations, though only near L (the
normalization rises again to ∼6 percent). This marked discrep-
ancy between large and small scales induces a remarkably steep
slope, A(k)δ ∝ k−4/5 (E(k) ∝ k−2.5), which should emerge in ob-
served data in a clear way, if f ∼ 10−2 is the conductive regime
of the ICM. The δρ/ρ map (Fig. 3, third panel) visualizes well
the regeneration of turbulent eddies on large scales, while the
small-scale flow remains considerably smooth, as corroborated
by the SBx map (Fig. 4, third row). Since this model shows a
clear cutoff, it represents the cleanest case to retrieve the key
threshold for the suppression of density perturbations, which we
find to be Pt ∼ 100. This is not a strict demarcation line, but
rather a transition layer.

Only when conduction is substantially suppressed, f = 10−3
(the typically lowest suppression factor adopted in theories), the
turbulent cascade is significantly restored, generating the same
peak and density spectrum down to ∼L/2. Since thermal dif-
fusion is too week, Kelvin-Helmholtz rolls and Rayleigh-Taylor
instabilities can develop again over a large range, defining the
entire flow dynamics (Fig. 3) and perturbing the X-ray surface
brightness (Fig. 4, second row). Turbulent diffusion is able to
efficiently mix the entropy profile, again lowering/increasing the
central density/temperature (the discrepancy between Te and Ti
is now <∼ 1 percent; §4.1). Conduction can affect only the scales
smaller than 100 kpc, creating a gentle exponential decrease in
the logarithmic A(k)δ. The suppression of δ reaches a factor of
2 near 30 kpc. Notice how conduction still dominates the dif-
fusivity, overcoming (numerical) viscosity. When turbulent re-
generation is efficient, it is not trivial to define an exact cutoff.
Nevertheless, the threshold Pt ∼ 100 (l ∼ 100 kpc) appears a ro-
bust criterium: at that scale we see the beginning of a substantial
decay of the density spectrum (changing slope to k−1/2).

3.2. Mild turbulence: M ∼ 0.5
We now increase the level of turbulent motions by a factor of
two, M ∼ 0.5 (σv ∼ 750 km s−1). Turbulent energy is thus ∼14
percent of the thermal energy, still within the range retrieved by
ICM observations and cosmological simulations. The character-
istic eddy turnover time is teddy ∼ 0.8 Gyr.

Figure 5 shows that the overall behaviour of A(k)δ is similar
to the previous set of models, with differences laying in the de-
tails. The purely turbulent case ( f = 0) forms the usual injection
peak, with maximum at ∼12 percent (Table 1), i.e. two times
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pared with f = 1 model, the density fluctuations increase by a
factor of 0.3 on large scales, while small perturbations have simi-
lar power. The absence of a dramatic decline is mainly due to the
fact that on small scales the sound crossing time becomes greater
than the conduction time (e.g. Fig. 8), hence the tiny bubbles do
not have time to find a new pressure equilibrium. Besides global
diffusion, strong conduction can thus promote minor stirring
motions on small scales, preventing an abrupt decay of A(k)δ.
In this run, the spectrum slope in the inertial regime is steep,
A(k)δ ∝ k−2/3, significantly different from the no-conduction run.
Radial profiles and SBx maps (Fig. 4, bottom) are very similar
to the f = 1 model, retaining their initial spherical morphology.
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lent regeneration starts to be more effective on large scales, the
key Pt threshold appears to be an order of magnitude higher, as
shown by the next model.
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10−2, a value advocated by several plasma physics theories
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slope, A(k)δ ∝ k−4/5 (E(k) ∝ k−2.5), which should emerge in ob-
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of the ICM. The δρ/ρ map (Fig. 3, third panel) visualizes well
the regeneration of turbulent eddies on large scales, while the
small-scale flow remains considerably smooth, as corroborated
by the SBx map (Fig. 4, third row). Since this model shows a
clear cutoff, it represents the cleanest case to retrieve the key
threshold for the suppression of density perturbations, which we
find to be Pt ∼ 100. This is not a strict demarcation line, but
rather a transition layer.

Only when conduction is substantially suppressed, f = 10−3
(the typically lowest suppression factor adopted in theories), the
turbulent cascade is significantly restored, generating the same
peak and density spectrum down to ∼L/2. Since thermal dif-
fusion is too week, Kelvin-Helmholtz rolls and Rayleigh-Taylor
instabilities can develop again over a large range, defining the
entire flow dynamics (Fig. 3) and perturbing the X-ray surface
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efficiently mix the entropy profile, again lowering/increasing the
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is now <∼ 1 percent; §4.1). Conduction can affect only the scales
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the logarithmic A(k)δ. The suppression of δ reaches a factor of
2 near 30 kpc. Notice how conduction still dominates the dif-
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generation is efficient, it is not trivial to define an exact cutoff.
Nevertheless, the threshold Pt ∼ 100 (l ∼ 100 kpc) appears a ro-
bust criterium: at that scale we see the beginning of a substantial
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3.2. Mild turbulence: M ∼ 0.5
We now increase the level of turbulent motions by a factor of
two, M ∼ 0.5 (σv ∼ 750 km s−1). Turbulent energy is thus ∼14
percent of the thermal energy, still within the range retrieved by
ICM observations and cosmological simulations. The character-
istic eddy turnover time is teddy ∼ 0.8 Gyr.
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Thermal conduction

Thermal conduction “washes out"
inhomogeneities

The thermal conduction timescale
in a plasma is

tcond ∼
`2

Dcond
=

3ne`2kB
2κ

In an unmagnetized plasma
κ = κSpitzer; for ne ∼ 5×10−5

cm−3 and kT ∼ 5 keV we find
tcond ∼ 1.4 Myr

Thermal conduction in the ICM is
inhibited by a factor & 400!
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...And more: Hydra A

Another galaxy group 1.1 Mpc South of the cluster core
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Around the group

Very extended diffuse emission around the group not associated
with the cluster
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Cold front

The cold front is not pointing towards the cluster!
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Suzaku spectral analysis
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The temperature of the group is 1.26±0.03 keV, ∼ 2 times smaller
than in the surrounding ICM
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Suzaku spectral analysis
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The temperature is constant along the trail out to > 500 kpc from
the group
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A bent ram-pressure stripped tail

Mpc-scale stripped tail bent because of a large impact parameter
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A bent ram-pressure stripped tail

Heinz et al. 2003
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The XMM Cluster Outskirts VLP

XMM AO-13 VLP, total 1.2 Ms: Construct a sample of 13 clusters
at 0.04< z < 0.1 with high-S/N Planck detection and XMM
mapping of the entire azimuth

Dominique Eckert Part B2 X-COP

Section b. Methodology

b.1. Available Data: The   XMM-Newton   Cluster Outskirts VLP  

In December 2013 I was awarded a Very Large Program (VLP) on ESA's cornerstone X-

ray  mission  XMM-Newton  to  map  the  outer  regions  of  a  dozen  of  clusters  with  

unprecedented  sensitivity.  This  observing  program,  in  combination  with  a  dedicated  

analysis of the Planck public data, will enable a large fraction of the science goals of X-

COP.

X-COP is based on the data from two major ESA missions: XMM-Newton and Planck. XMM-Newton (Jansen 

et al. 2001) is an ESA mission launched in 1999. It carries three Wolter-type grazing-incidence telescopes  

which are the largest ever flown on an X-ray satellite, for a combined effective area of 3,000 cm2 at 1 keV 

and an effective area of 13 arcsec HEW. In AO-13 I was awarded a VLP (ID: 074441) for a total observing 

time of 1207 ks (335 hours) on this major observatory. This is the largest program awarded this year. This 

VLP follows a pilot study based on two clusters (282 ks, ID: 069444 and 072524). In the pilot study (A2142 

and A780) we demonstrated that  XMM-Newton  is capable of detecting diffuse X-ray emission out to the 

virial radius provided that the right observing strategy is used. In total, this project will benefit from a total  

allotted time of nearly 1.5 Ms on XMM-Newton. This demonstrates that the science developed in X-COP was 

highly prioritized by the various XMM-Newton selection panels.

In total, X-COP will provide a detailed X-ray mapping of the entire volume of 13 clusters in the redshift 

range 0.04-0.1 at unprecedented depth. The list of clusters is provided in the Table below. 

Cluster Redshift Mass [1014 M] Planck S/N

A2319 0.0557 5.83 30.8

A3266** 0.0589 4.56 27.0

A2142* 0.090 8.15 21.3

A2255 0.0809 3.74 19.4

A2029 0.0766 7.27 19.3

A3158 0.059 3.65 17.2

A85 0.0555 5.32 16.9

A1795 0.0622 5.53 15.0

A644 0.0704 3.88 13.9

RXC J1825 0.065 2.62 13.4

A1644 0.0473 2.93 13.2

ZwCl 1215 0.0766 3.59 12.8

A780* 0.0538 1.89 -

Clusters identified by * were part of the pilot program. A similar program for A3266** is already publicly 

available.

With the exception of  Hydra A/A780,  which was selected because  of  the presence of  several  accreting 

substructures in its outskirts, the sample was selected on the basis on the signal-to-noise ratio in the Planck 

sample (Planck Collaboration XXIX, 2013). Therefore, X-COP is a carefully-selected SZ sample. This is a 

very important property to pursue our objectives, since the SZ selection is renown for its purity; this will 

allow us to extract for the first time meaningful results on the cluster population beyond R500.
.Moreover, in 

addition to the outstanding quality of the available X-ray data, since these systems are the brightest in the  

Planck catalog we will get high-precision information also from the SZ side. The objects targeted in this  

analysis are nearby, so they are well-resolved by Planck in spite of its large beam (7 arcmin). 

The X-COP sample has been designed to reach the best possible sensitivity both in X-rays and SZ.  The 

data for the VLP will start to be collected in the course of 2014 and the data-taking will be completed in mid-

2015. 
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Summary and conclusions

We developed a new method to study matter accretion in
cluster outskirts in a statistical way
Our observational results indicate that accretion may be less
active to the present day than predicted by cosmo simulations
We found spectacular accreting structures in the outskirts of
A2142 and Hydra A associated with infalling galaxy groups
The X-ray gas trails behind the core of the structures because
of ram-pressure stripping over Mpc scales
Ram-pressure stripping is efficient already at large distance
from the cluster core
The long survival of the gas brings direct evidence that
thermal conduction is strongly suppressed in the ICM
In Hydra A the bent morphology allows us to follow the
trajectory of the group
Upcoming XMM data for 10 more clusters: stay tuned!
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Results

We applied this method to
a sample of 31 clusters
observed with
ROSAT/PSPC (Eckert et
al. 2012)

The recovered clumping
factors are mild at all radii

The bias in gas mass is of
the order of 5-10%
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We applied this method to
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Reconstructed vs 3D clumping factor

200R/R
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

C

1

1.5

2

2.5

3 Reconstructed
3D
Residual

Our method is able to reproduce the 3D clumping factor as
measured in numerical simulations
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Resolution in the sample
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The mean resolution of our maps is ∼ 100 kpc at R500
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Application to X-ray observations

In practice: measuring the
median is difficult because
of Poisson noise

We use an algorithm based
on Voronoi tessellation to
create a binned SX map

The median is then
computed from the binned
image

Eckert et al. subm
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Magnetic field configuration

In the ICM the gyro-radius is
∼ 2×108 cm (for B ∼ 1µG)

This is 12 orders of magnitude
smaller than the electron mean
free path (λ ∼ 1 kpc)!

Conduction is possible only along
the field lines

In a chaotic magnetic field
configuration:
Conduction is inhibited by
∼ `B/λ , where `B is the B-field
coherence length (Chandran &
Cowley 1998)

Gaspari & Churazov 2013
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Background modeling
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Local background measurement + NXB modeling through
closed-filter data
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Regions for spectral analysis A2142

Sector 4

Sector 1

Tip

Sector 3

Sector 2

The temperature is flat at 1.3−1.5 keV over > 600 kpc
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Regions for spectral analysis Hydra A

The temperature is flat at 1.3−1.5 keV over > 500 kpcD. Eckert Hot Gas Accretion


