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Introduction 
Following up the investigations of Risaliti et al. (2013) and 
Walton et al. (2014) we have performed time-resolved 
spectral analysis of 4 observations of NGC 1365 made 
simultaneously with XMM-Newton and NuSTAR covering 
the energy range 0.3-70 keV, revealing extreme variability 
both in the level of absorption and the covering factor of the 
dominant absorber in this source. 

Spectral Analysis 

Goals 
1.  Characterize the variability of the dominant partial 

covering absorber in NGC 1365 
2.  Investigate other sources of absorption and soft X-ray 

variability 
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The Uncovering of NGC 1365 

 Summary 
In order to get the best possible handle on the continuum level we 
used the fully spectral energy range from 0.3 to 70 keV.  This 
necessitated modeling the near and distant reflectors (Walton ‘14), 
the Fe K shell absorption lines, and the extended two-temperature 
plasma seen previously by Chandra (Zhang ‘00).   
 
We also modeled a highly variable partial-covering absorber and an 
additional low column density full-covering absorber (NH ~ 1 × 1022 
cm−2).  Our final model had the form: 
 

APEC[×2] + ZGAUSS[×5] + SCATTERED POWER LAW + 
ZPHABS × ZPCFABS × GAUABS[×4] × (POWER LAW + 

RELCONV × XILLVER) + XILLVER.  
 
The partial covering absorber had a range of values for the column 
density of NH ~ 5–25 × 1022 cm−2 and covering fraction from f ~ 
0.5–1 over the course of the four observations. 

We find evidence for a variable, likely clumpy, partial-covering 
absorber in addition to a low density constant absorber which 
may be distant or else a diffuse medium co-spatial with the 
clumpy absorber.  An uncovering of the source lasting ~ days to 
months indicates that these clumps are not the close-up BLR 
clouds, but rather must be at a distance from the nucleus. 
 
Spectral variability 
•  Partial Covering NH ~ 5–25 × 1022 cm−2  
•  Covering factor f ~ 0.5–1  
•  Photon Index Γ ~ 2.0-2.3  
•  Intrinsic 2-10 keV Power Law Flux ~ 15-40 x 10-12 erg cm-2 s-1 

The uncovering of the continuum seen from 2012 
December to 2013 January is an unusual event, 
particularly the extreme uncovering witnessed in Obs 3 
(January), where both the column density and covering 
fraction dropped dramatically.  Even if the uncovering 
and recovering of the source seen from December to 
February are not all part of the same event, it is clear 
that the drop in NH and f lasted at least ~days, up to a 
timescale of months if all three observations were part 
of a single event.  
 

If we are seeing gaps in a clumpy torus, then the drop 
in covering fraction could be explained by a cloud with 
a sharpening tail, the opposite of a comet-like tail 
which fans out (Maiolino ‘10). 
 

 Alternatively, it could be that the rate of material infall 
into the nucleus was temporarily reduced. This would 
be the more likely scenario if all three observations 
were part of the same overall event.  The attenuation 
of material reduced the number of clumps in the line of 
sight, leading to a drop in NH but with the covering 
fraction remaining very close to 1. Then as the number 
of clumps declined to a sufficiently low number, f began 
to decline as well, seen to some extent in Obs. 2 and 
to a much greater extent in Obs. 3. 
 

The rapid decrease in both NH and f could plausibly be 
due to parameter degeneracy, however the error bars 
are very small. Contour plots of f vs NH for the eight 
half intervals verify that no parameter degeneracy is 
apparent.  
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FIG. 2.— Top panels: The 5–10 keV XMM-Newton EPIC-pn lightcurves observed from NGC 1365 for each of the four observations. Bottom panels: the
5–10/3–5 keV hardness ratio lightcurves. The vertical dashed lines indicate the 16 periods selected for our time-resolved analysis, based on either changes in the
5–10 keV lightcurve, and/or the 5–10/3–5 keV hardness ratio.

energies, and can still be observed at >7 keV.

3.2. Linking the Iron Line and Compton Hump
Although we show the time averaged spectra from each ob-

servation in Fig. 1 for clarity, NGC 1365 is known to display
both flux and spectral variability on relatively short timescales
in soft X-rays (e.g. Risaliti et al. 2009). As shown in Fig.
2, such behaviour is clearly displayed during our observa-
tions. Following Risaliti et al. (2013), we split each obser-
vation into four separate periods (resulting in sixteen periods
in total, as highlighted in Fig. 2), determined by changes in
intrinsic flux, as roughly indicated by the 5-10 keV count rate,
and/or changes in spectral shape, as roughly indicated by the
hardness ratio between the 3–5 and 5–10 keV energy bands,
and extracted spectra for each of these. For the first observa-
tion, the selected periods are the same as those used in Risaliti
et al. (2013), for consistency. The data reduction follows that
described in section 2 for each period apart from the fourth
period of epoch 3 (P12 in Fig. 2, the brightest part of the
least absorbed observation). During this period, the observed
XMM-Newton countrates were formally just in excess of the
recommended limits for pile-up. Although comparison of the
pattern distribution suggests any pile-up effects below 10 keV
are still minimal, to be conservative we extract XMM-Newton
spectra using an annular region for this period instead, with
the same outer radius as the circular regions used otherwise,
but with the innermost 600 of the PSF removed for EPIC-pn,
and the innermost 1000 removed for EPIC-MOS.

Following the same procedure as above for each of these
individual periods results in the same residuals highlighted in
Fig. 1 in each case (albeit at lower S/N), even though the
individual periods sample an even broader range of absorp-
tion states. Hereafter, in our analysis we only consider the
XMM-Newton data above 2.5 keV (the only exception being
the EPIC-MOS data from epoch 3, in which narrow resid-
uals are observed just above 2.5 keV, most likely associated
with calibration of the instrumental edges at slightly lower
energies; these data are therefore modeled above 2.7 keV), in
order to avoid the diffuse thermal contribution and focus on

these reflection features, and the NuSTAR data are modelled
over the 4–79 keV energy range.

A key expectation of the relativistic reflection model is that
the strength of the iron line and the high energy reflection
hump are positively correlated. In order to test this predic-
tion in a model-independent manner, we applied two purely
phenomenological models to each of our 16 broadband spec-
tra. The first consists of an absorbed powerlaw continuum,
a broad Gaussian emission line and a narrower Gaussian ab-
sorption line to treat the strongest of the ionised iron absorp-
tion features and avoid strong residuals which may alter the
best fit values of the other components, while the second con-
sists simply of a powerlaw and a neutral reflection continuum
(PEXRAV; Magdziarz & Zdziarski 1995). The first model is
applied to the data below 10 keV, and the second to the data
above 10 keV, with only the photon index required to be the
same in each energy range. In this way, the two interesting
components are treated completely independently. The fits
obtained with this simple procedure gave a reduced �2 < 1.2
in all cases, and do not show large residual features. We then
estimated the equivalent widths of the broad Gaussian com-
ponents, and the ratio R between the reflection and intrinsic
powerlaw normalizations.

The results are plotted in Fig. 3. Although there is some
scatter, likely related to degeneracies arising from the simplis-
tic analysis, a positive correlation is still clear from the data,
demonstrating a clear link between the strength of the Comp-
ton hump and the strength of the iron emission. We stress
again that we have endeavored to treat the iron emission and
the Compton hump independently here, and in for both fea-
tures we consider quantities that assess their strength relative
to the continuum, in order to ensure that our analysis would
not artificially produce such a correlation. If we fit a power-
law relation to the data, the best-fit index is consistent with the
relationship being linear, as would naturally be expected for
two aspects of the same fundamental emission component.
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FIG. 1.— Spectral fitting of the four observations (PN + FPMA data only)

2.2. NuSTAR Reduction

The NuSTAR data were reduced using the standard
pipeline in the NuSTAR Data Analysis Software v0.11.1
and instrumental responses were taken from the NuSTAR
CALDB v20130509.The unfiltered event files were cleaned
with the standard depth correction, which significantly re-
duces the internal background at high energies, and SAA pas-
sages were excluded from our analysis. Spectra and light
curves were extracted from circular regions (radius 100”) free
of contaminating point sources for both focal plane modules
(FPMA and FPMB). The spectra were grouped with a mini-
mum of 25 counts per bin.

3. SPECTRAL ANALYSIS

All spectral fitting was done in XSPEC utilizing solar abun-
dances of Wilms et al. (2000) and cross-sections from Verner
et al. (1996). Uncertainties are listed at the 90% confidence
level (∆χ

2 = 2.71 for one interesting parameter).
Initially we fit the four observations separately in

the 3–70 keV, using the model components of Wal-
ton et al. (2013): PCFABS × GAUABS[×4] × (POWER

LAW + RELCONV × XILLVER) + XILLVER in order to model
the partial covering absorption, absorption from ionized Fe
(ref?), the power law continuum, relativistic disk reflection,
and cold distant reflection, respectively. This model is also
consistent with those used in the past to model this source
(e.g., Brennamen 2013, Risaliti et al. 2009). From this mod-
eling, we found consistent parameter values with Walton et
al. (2013) and for all further modeling froze the following pa-
rameters at their average values (we do not expect significant
evolution in these parameters over the timescale of our obser-
vations): black hole spin, disk inclination, Fe abundance.

In order to fully characterize the partial-covering absorp-
tion in this source, we next need to extend our spectral
analysis down to lower energies. We decided to analyze
the spectrum down to 0.3 keV in order to model the soft
emission from diffuse plasma in the region, so that we could
be sure our measurements of the absorber were not influenced
by this component. The plasma has been studied in detail
in this source by Wang et al. (2009) using the Chandra
gratings. For our modeling we used a phenomenological
double APEC component with temperatures of 0.3 and ∼0.8
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FIG. 2.— Parameters from fitting the four observations divided into 16
independent intervals. To do: add light curve up top
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FIG. 3.— Observation 3 divided into 8 sub-intervals.

keV, and five additional gaussian components to model
emission line complexes at 0.50, 0.85, 1.03, 1.24, and
2.74 keV similar to Brennamen et al. (2013). We found
the need for an additional full-covering absorber in three
out of the four observations, particularly clear when the
source became uncovered by the partial-covering absorber,
as well as an unabsorbed leaked/scattered power law com-
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FIG. 1.— Spectral fitting of the four observations (PN + FPMA data only)

2.2. NuSTAR Reduction

The NuSTAR data were reduced using the standard
pipeline in the NuSTAR Data Analysis Software v0.11.1
and instrumental responses were taken from the NuSTAR
CALDB v20130509.The unfiltered event files were cleaned
with the standard depth correction, which significantly re-
duces the internal background at high energies, and SAA pas-
sages were excluded from our analysis. Spectra and light
curves were extracted from circular regions (radius 100”) free
of contaminating point sources for both focal plane modules
(FPMA and FPMB). The spectra were grouped with a mini-
mum of 25 counts per bin.

3. SPECTRAL ANALYSIS

All spectral fitting was done in XSPEC utilizing solar abun-
dances of Wilms et al. (2000) and cross-sections from Verner
et al. (1996). Uncertainties are listed at the 90% confidence
level (∆χ

2 = 2.71 for one interesting parameter).
Initially we fit the four observations separately in

the 3–70 keV, using the model components of Wal-
ton et al. (2013): PCFABS × GAUABS[×4] × (POWER

LAW + RELCONV × XILLVER) + XILLVER in order to model
the partial covering absorption, absorption from ionized Fe
(ref?), the power law continuum, relativistic disk reflection,
and cold distant reflection, respectively. This model is also
consistent with those used in the past to model this source
(e.g., Brennamen 2013, Risaliti et al. 2009). From this mod-
eling, we found consistent parameter values with Walton et
al. (2013) and for all further modeling froze the following pa-
rameters at their average values (we do not expect significant
evolution in these parameters over the timescale of our obser-
vations): black hole spin, disk inclination, Fe abundance.

In order to fully characterize the partial-covering absorp-
tion in this source, we next need to extend our spectral
analysis down to lower energies. We decided to analyze
the spectrum down to 0.3 keV in order to model the soft
emission from diffuse plasma in the region, so that we could
be sure our measurements of the absorber were not influenced
by this component. The plasma has been studied in detail
in this source by Wang et al. (2009) using the Chandra
gratings. For our modeling we used a phenomenological
double APEC component with temperatures of 0.3 and ∼0.8
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FIG. 2.— Parameters from fitting the four observations divided into 16
independent intervals. To do: add light curve up top
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FIG. 3.— Observation 3 divided into 8 sub-intervals.

keV, and five additional gaussian components to model
emission line complexes at 0.50, 0.85, 1.03, 1.24, and
2.74 keV similar to Brennamen et al. (2013). We found
the need for an additional full-covering absorber in three
out of the four observations, particularly clear when the
source became uncovered by the partial-covering absorber,
as well as an unabsorbed leaked/scattered power law com-

Above: PN+FPMA spectra for all 
four observations with residuals to 
the best fit model. 
Right: Best fit spectral parameters 
for all 16 intervals. 

2 Rivers et al.

.!"btrvi#$%btrvi/!&btrvt#'()btrvt

*"+!,-$./0%b1/2!bn+D

3o3i3t3v

T
yv
r
b4
!5
b6
$.
!b
n&
.b
+y
v
D

r

v

3)3(3m3T 3vt3vv3vr3P 3vm3vT3vo3vi

T
yv
r
si
yT
b4
!5
b7
6

v

rOT

t

r T8vro vrT r T8vro vrT T8vro vrT r T8vro vrT

FIG. 1.— Spectral fitting of the four observations (PN + FPMA data only)

10�4

10�3

10�2

10�1

10�0

N
o
rm

al
iz

ed
�c

ts
�s

�1
�k

eV
�1

1 10

�6
�4
�2

0
2
4
6

 

Observed�Energy�[keV]

FIG. 2.— Spectral fitting of the four observations (PN + FPMA data only)

2.2. NuSTAR Reduction

The NuSTAR data were reduced using the standard
pipeline in the NuSTAR Data Analysis Software v0.11.1
and instrumental responses were taken from the NuSTAR
CALDB v20130509.The unfiltered event files were cleaned
with the standard depth correction, which significantly re-
duces the internal background at high energies, and SAA pas-
sages were excluded from our analysis. Spectra and light
curves were extracted from circular regions (radius 100”) free
of contaminating point sources for both focal plane modules
(FPMA and FPMB). The spectra were grouped with a mini-
mum of 25 counts per bin.

3. SPECTRAL ANALYSIS

All spectral fitting was done in XSPEC utilizing solar abun-
dances of Wilms et al. (2000) and cross-sections from Verner
et al. (1996). Uncertainties are listed at the 90% confidence
level (∆χ

2 = 2.71 for one interesting parameter).
Initially we fit the four observations separately in

the 3–70 keV, using the model components of Wal-
ton et al. (2013): PCFABS × GAUABS[×4] × (POWER

LAW + RELCONV × XILLVER) + XILLVER in order to model
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FIG. 3.— Parameters from fitting the four observations divided into 16
independent intervals. To do: add light curve up top

the partial covering absorption, absorption from ionized Fe
(ref?), the power law continuum, relativistic disk reflection,
and cold distant reflection, respectively. This model is also
consistent with those used in the past to model this source
(e.g., Brennamen 2013, Risaliti et al. 2009). From this mod-
eling, we found consistent parameter values with Walton et
al. (2013) and for all further modeling froze the following pa-
rameters at their average values (we do not expect significant
evolution in these parameters over the timescale of our obser-
vations): black hole spin, disk inclination, Fe abundance.
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FIG. 5.— Parameters from fitting observation 3.
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FIG. 6.— Contour plots of NH versus f for the partial-covering absorber in
the eight sub-intervals of observation 3, clearly showing no parameter degen-
eracy in all but one case (upper right).
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FIG. 7.— Observation 4 divided into 8 2 ks bins.

of observation 3, freezing all parameters except those for the
partial-covering absorber and the primary power law. Figure
4 shows the simultaneous fit of all 8 sub-intervals (PN data
only).

The rapid decrease in both NH and f seen in observation 3
could plausibly be due to parameter degeneracy, however the
error bars seem too small for this to be the case. Contour plots
of NH versus f for the eight sub-intervals are shown in Figure
6, verifying that no parameter degeneracy is apparent.

Is there an anti-correlation between the photon index and
flux?

3.2. Observation 4 in Detail

Observation 4 shows a rapid increase in column density
with little to no change in the covering fraction. This is likely
due to a clump of material passing into the line of sight. Fig-
ure 7 shows the simultaneous fit of all eight sub-intervals of
observation 4 (PN data only).

4. DISCUSSION AND CONCLUSIONS

From our spectroscopic analysis a picture begins to emerge
of a central continuum source reflected off a Compton-thick
disk which extends into the inner-most stable orbit of a max-
imally rotating supermassive black hole, surrounded by neu-
tral patchy material that provides both neutral reflection and
variable absorption, both on short timescales as seen with
previous detections of eclipsing BLR clouds, and on longer
timescales of days to months as seen here, commensurate with
the torus. We also see signatures of the extended plasma and
ionized absorber that have been characterized previously.

An additional layer of absorbing material with a low col-
umn density (NH ∼ 1 keV) was required by the data. This
additional layer is only detectable when the central source is
uncovered by the patchy absorber, indicating that it is further
out from the central black hole and consequently more stable.
However, since the soft plasma emission is not attenuated by
this absorber it must be closer to the nucleus than the extended
plasma. Measured by Chandra?

4.1. Clumpy Torus/Broad Line Region Clouds

The uncovering of the continuum seen from 2012 Decem-
ber to 2013 January is an unusual event, particularly the ex-
treme uncovering witnessed in the January observation, where

Above: Parameters for 8 half 
intervals of Obs 3.  Below (left): 
Confidence contours for f vs NH.  
(right): Overlaid PN spectra of the 8 
half intervals. 
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TABLE 1
BROADBAND MODEL PARAMETERS

Inerval Continuum Γ NH, (1022cm−2) Covering Scattered PL APEC APEC XILLVER XILLVER χ2/dof

Flux2−10
A Fraction (f) Flux2−10

A norm 1 norm 2 norm 1 norm 2

p1 15.6± 0.6 2.04±0.01 23.3±0.5 1.000±0.001 2.4e-05 9.9e-05 1.8e-06 5.5e-06

p2 17.1± 0.7 2.04±0.02 19.9±0.5 1.000±0.001 - - - -

p3 17.1± 1.0 2.05±0.02 24.9±0.8 1.000±0.001 - - - -

p4 18.0± 1.1 2.05±0.02 22.3±0.7 1.000±0.001 - - - -

p5 21.9± 0.8 2.23±0.02 8.5±0.3 0.877±0.004 1.3e-04 8.0e-05 3.5e-06 6.9e-06

p6 30.7± 0.7 2.13±0.01 7.9±0.2 0.868±0.003 - - - -

p7 21.0± 0.5 2.17±0.01 7.5±0.2 0.855±0.004 - - - -

p8 24.7± 0.6 2.15±0.01 6.6±0.2 0.815±0.005 - - - -

p9 15.3± 0.8 2.17±0.02 9.0±0.6 0.907±0.006 2.5e-04 7.8e-05 3.1e-06 7.6e-06

p10 25.2± 0.9 2.15±0.01 6.4±0.3 0.785±0.006 - - - -

p11 25.6± 0.8 2.19±0.01 4.9±0.2 0.672±0.009 - - - -

p12 45.5± 0.9 2.15±0.01 5.0±0.4 0.422±0.016 - - - -

p13 39.5± 1.1 2.12±0.02 7.7±0.3 0.974±0.011 3.9e-05 8.8e-05 2.2e-06 6.2e-06

p14 19.6± 0.9 2.05±0.03 12.1±0.5 0.973±0.004 - - - -

p15 20.4± 0.6 2.06±0.02 12.9±0.3 0.980±0.002 - - - -

p16 20.7± 0.8 2.09±0.02 18.5±0.8 0.999±0.005 - - - -

NOTE. — Best fit parameters for the 16 intervals. What all should be included here?

AFlux is in units of 10−12 erg cm−2 s−1.
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FIG. 4.— Observation 3 divided into 8 sub-intervals.

In order to fully characterize the partial-covering absorp-
tion in this source, we next need to extend our spectral
analysis down to lower energies. We decided to analyze
the spectrum down to 0.3 keV in order to model the soft
emission from diffuse plasma in the region, so that we could
be sure our measurements of the absorber were not influenced
by this component. The plasma has been studied in detail
in this source by Wang et al. (2009) using the Chandra
gratings. For our modeling we used a phenomenological
double APEC component with temperatures of 0.3 and ∼0.8
keV, and five additional gaussian components to model
emission line complexes at 0.50, 0.85, 1.03, 1.24, and
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FIG. 5.— Parameters from fitting observation 3.

2.74 keV similar to Brennamen et al. (2013). We found
the need for an additional full-covering absorber in three
out of the four observations, particularly clear when the
source became uncovered by the partial-covering absorber,

Light curves and hardness ratios (HR) for the four observations  
and showing the 16 time-resolved analysis intervals 


