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Imagine in an alternative world Hubble and Humason were able to use
SNeIa to extend the z—m relation to z ∼ 1, revealing the curvature,
and imagine a dialog in that world in 1950.

(1) Steady State: We predicted the measured curvature.

(2) Big Bang: Our model fits equally well; just add Λ.

(3) Steady State: You’re playing with free parameters.

And consider that the Big Bang model extrapolates GR by 14
orders of magnitude in length scale from its one serious test,
the orbit of Mercury. Why pay attention to such an extreme
extrapolation of such a poorly tested theory?

(4) Big Bang: At least we have a theory.

And consider that in the Big Bang conditions at z ∼ 1 were dif-
ferent, SNeIa had to have been different, and arguments that the
difference is small, though admirably careful, cannot be com-
plete. Maybe the curvature is a systematic error, we don’t need
Λ, and you don’t have a successful prediction.

The ΛCDM-based galaxy formation theory is rightly celebrated
for its promise.

Is it now predictive enough to add to the tests of ΛCDM?

Conclusions

• The case for ΛCDM at z <∼ 1010 is about as good as it gets
in natural science. I am amazed.

• The case for the ΛCDM-based galaxy formation theory is
mixed, but this fluid situation is observationally-driven.

• The simple ΛCDM model for the dark sector is a default,
pending tighter tests.

• Inflation rests on elegant ideas that may be buttressed by
observations in progress.
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In 1948 George Gamow presented 
main elements of the now well 
tested theory of formation of 
deuterium and helium in the hot 
big bang, and Alpher and Herman 
noted that in Gamow’s theory the 
present temperature would be 
about 5o K.

Dicke, Beringer, Kyhl and Vane (1946) used 
a Dicke radiometer to establish that 
“there is very little (< 20o K) radiation 
from cosmic matter” at ~1 cm wavelength.
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THE BAKERIAN LECTURE, 1968 

Review of recent developments in cosmology 

BY F. HOYLE, F.R.S. 

(Delivered 13 June 1968-Received 10 July 1968) 

It is hard to believe today that most scientists in the year 1920 believed that our 
Galaxy was all there is to the whole Universe-the 'island Universe' as it was then 
called. The difference between our present day view, with all its subtle complexities, 
and such a primitive notion has been brought about very largely by the accumula- 
tion of observational data. Almost immediately following the year 1920 Hubble 
disposed of the 'island Universe' concept and for the past fifty years astronomers 
have worked on the basis that our Galaxy is but one among thousands of millions 
strewn more or less uniformly throughout space. 

Although observation plays the key role in determining which ideas survive and 
which are rejected, ideas themselves frequently come from theoretical studies. 
Already in 1922 Friedmann discovered the theoretical models of the Universe which 
are now often described as the 'big bang' cosmologies. In this lecture I shall not be 
much concerned with these models, for the personal reason that I happen to be not 
very interested in them. But it is of relevance that I should explain to you why 
this is so. 

Most of the phenomena studied by astronomers have evolutionary lifetimes that 
are very long compared to everyday happenings. The shortest evolutionary life- 
times of stars exceed 106 years, while significant changes in galaxies require more 
than 108 years. Indeed to discuss the general problem of the origin and evolution of 
galaxies one must work on a time scale approaching 1010 years, and this is close to 
the time that has elapsed since the 'big bang,' in the cosmologies in question. So the 
natural time scale of the galaxies and of the Universe are comparable with each 
other on this point of view. 

This means that there is not much scope for the operation of delicate controlling 
processes, which onie might suppose to have been operative, since galaxies every- 
where seem strikingly similar to each other. The situation is a little like trying to 
produce the human species all in a single generation. The difficulty is compounded 
by the expansion of the Universe which makes any coherent communication over 
large distances impossible once the Universe has expanded appreciably away from 
its initial state. The similarity of widely separated parts of the Universe then makes 
it necessary to suppose that initial conditions were responsible for the state of the 
world as we now find it. So the further study of big bang cosmologies, beyond 
the stage already achieved by Friedmann some fifty-six years ago, consists in the 
investigation of the effects of initial boundary conditions on the subsequent 
development of the Universe. To those with a taste for parameter-fitting exercises 
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16 F. Hoyle 
and radiosources. But of course we do not know everything concerning galaxies and 
radiosources, although we always think we do. When the microwave background 
was first discovered it was not realized that the frequency spectra of sources could 
turn upward at high frequency. Then an upturn was found for one or two sources. 
But it was still argued that such behaviour is exceptional. Now we know this upturn 
is characteristic of an appreciable fraction of all sources. Next, the extraordinary 
high infrared emission of galaxies was found. It seems as if about 1 %0 of all galaxies 
may emit upwards of 1046 erg. s-1 at frequencies 1012 Hz, not much different from 
the maximum of the observed background. Indeed we have the curious situation 
shown in table 5 concerning energy densities. 

TABLE 5 

energy density 
phenomenon (erg cm-3) 
infrared from galaxies > ioO13 
microwave background 4 x 103 
H -> He conversion in galaxies 6 x 10-13 
starlight in our galaxy 8 x 10-13 
cosmic-rays 3 x 10-12 

According to conventional astronomical views the similarity of the numbers are 
coincidental. Such views seem to me to arise out of ignorance. I simply cannot 
accept so many coincidences. There may be one accident-one criminal in the list- 
but it is unlikely there is more than one. The criminal could of course be the micro- 
wave background, which could be a fossil relic of a big-bang cosmology. But I do 
not think we are driven to this view today with any real force. Moreover, the case 
today is significantly weaker than it was only two or three years ago when the 
background was first discovered. At that time the theory could only survive by 
predicting that galaxies and radiosources were much stronger emitters of radiation 
in the wavelength range 10 cm down to 1 mm or less than was formerly thought 
possible. This prediction has turned out to be correct. Whether all the details can 
be made to fit remains to be seen. 

To summarize then: over the past 20 years the steady-state theory has had to 
face six different crises. Five in my view have been wholly or largely surmounted, 
the sixth-the microwave background-remains to be resolved. I think it fair to 
say that the theory has demonstrated strong survival qualities, which is what one 
should properly look for in a theory. There is a close parallel between theory and 
observation on the one hand and mutations and natural selection on the other. 
Theory supplies the mutations, observation provides the natural selection. Theories 
are never proved right. The best a theory can do is to survive. 
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or, according to skeptics,
depending on the situation,

or, according to skeptics,
depending on the situation,
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Figure 6. CMD for NGC 6341 (M92). The observations are fit with a
[Fe/H] = −2.16 13.5 Gyr isochrone with an apparent distance modulus of
14.75 and a color excess of 0.05.

radius of approximately 1.83 arcmin while the tidal radius of a
cluster could be over 30 arcmin. As a result, it is necessary
to extrapolate our local observations to the global behavior
of the cluster while taking mass segregation into account. To
accomplish this, multi-mass King models are used. The specific
King-model code used in this work was developed by Anderson
(1997), and is taken directly from the formalism described in
Gunn & Griffin (1979). The code represents the cluster as a set
of population groups. Stars within each group are characterized
by the same mass and respond to the potential induced by the
sum of all the groups.

In order to properly constrain a multi-mass King model, we
must specify the contribution of stars at a particular mass (the
population groups) either in terms of the total mass, or in terms of
the mass fraction at a given radius. In addition, we must provide
some global cluster parameters, including the distance, core
radius and tidal radius. Since our prime concern is determining
how the LF varies with radius, it is convenient to associate the
population groups with bins in the LFs, assigning each group
the average mass for stars in that LF bin.

We adopted the annulus between 25 and 50 arcsec as the
region over which we constrained our model LF to fit the
observations. This region provides the reference luminosity
function. The chosen location represents a balance between the
desire for a large number of stars and low Poisson statistics,
and the need for a narrow annulus to minimize variations in the
intrinsic structural parameters of the clusters.

In creating the input luminosity function, the RGB and MS
were binned in 1 mag bins to represent the luminosity function.

Figure 7. CMD for NGC 6362. The observations are fit with a [Fe/H] = −1.08
14.0 Gyr isochrone with an apparent distance modulus of 14.70 and a color
excess of 0.09.
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Figure 8. Completeness map for M92 showing the completeness determined
from artificial star tests as a function of magnitude and radius from the cluster
center. The photometry has very good completeness except for faint stars near
the center of the cluster, as seen in the bottom left of the plot.

Each bin corresponds to a group of stars with the appropriate
mass in the dynamical models. Additional mass groups were
added to represent stars on the horizontal branch and asymptotic
giant branch, blue stragglers, and compact objects in the form
of neutron stars and white dwarfs. In a cluster, which has not
been subjected to significant stripping, the expected population
of neutron stars and white dwarfs can be determined a priori.
The numbers of neutron stars and white dwarfs were estimated
assuming a power-law IMF with an index of −1.0 for stars

68 FREEDMAN ET AL. Vol. 553

FIG. 7.ÈValues of the Hubble constant determined using the Sunyaev-
Zeldovich e†ect (open squares) and gravitational lens time delays (asterisks)
from 1990 to the present. From the compilation of Huchra (http ://cfa-
www.harvard.edu/Dhuchra) for the Key Project.

the distance to the cluster (e.g., Birkinshaw 1999 ; Carlstrom
et al. 2000). The observed microwave decrement (or more
precisely, the shift of photons to higher frequencies) results
as low-energy cosmic microwave background photons are
scattered o† the hot X-ray gas in clusters. The SZ e†ect is
independent of distance, whereas the X-ray Ñux of the
cluster is distance dependent ; the combination thus can
yield a measure of the distance.

There are also, however, a number of astrophysical com-
plications in the practical application of this method (e.g.,
Birkinshaw 1999 ; Carlstrom 2000). For example, the gas
distribution in clusters is not entirely uniform: clumping of
the gas, if signiÐcant, would result in a decrease in the value
of There may also be projection e†ects : if the clustersH0.
observed are prolate and seen end on, the true could beH0larger than inferred from spherical models. (In a Ñux-limited

FIG. 8.ÈPlot of log distance in Mpc vs. log redshift for Cepheids, the
Tully-Fisher relation, Type Ia supernovae, surface brightness Ñuctuations,
fundamental plane, and Type II supernovae, calibrated as part of the Key
Project. Filled circles are from Birkinshaw (1999), for nearby Sunyaev-
Zeldovich clusters with cz \ 30,000 (z \ 0.1) km s~1, where the choice of
cosmological model does not have a signiÐcant e†ect on the results. The
SZ clusters are Abell 478, 2142, and 2256, and are listed in BirkinshawÏs
Table 7. The solid line is for km s~1 Mpc~1, with the dashed linesH0 \ 72
representing ^10%.

sample, prolate clusters could be selected on the basis of
brightness.) Cooling Ñows may also be problematic. Fur-
thermore, this method assumes hydrostatic equilibrium and
a model for the gas and electron densities. In addition, it is
vital to eliminate potential contamination from other
sources. The systematic errors incurred from all of these
e†ects are difficult to quantify.

Published values of based on the SZ method haveH0ranged from D40 to 80 km s~1 Mpc~1 (e.g., Birkinshaw
1999). The most recent two-dimensional interferometry SZ
data for well-observed clusters yield km s~1H0 \ 60 ^ 10
Mpc~1. The systematic uncertainties are still large, but the
near-term prospects for this method are improving rapidly
(Carlstrom 2000) as additional clusters are being observed,
and higher resolution X-ray and SZ data are becoming
available (e.g., Reese et al. 2000 ; Grego et al. 2000).

9.2. T ime Delays for Gravitational L enses
A second method for measuring at very large dis-H0tances, independent of the need for any local calibration,

comes from gravitational lenses. Refsdal (1964, 1966)
showed that a measurement of the time delay, and the
angular separation for gravitationally lensed images of a
variable object, such as a quasar, can be used to provide a
measurement of (see also, e.g., the review by BlandfordH0& Narayan 1992). Difficulties with this method stem from
the fact that the underlying (luminous or dark) mass dis-
tributions of the lensing galaxies are not independently
known. Furthermore, the lensing galaxies may be sitting in
more complicated group or cluster potentials. A degeneracy
exists between the mass distribution of the lens and the
value of (Schechter et al. 1997 ; Romanowsky & Kocha-H0nek 1999 ; Bernstein & Fischer 1999). In the case of the
well-studied lens 0957]561, the degeneracy due to the sur-
rounding cluster can be broken with the addition of weak-
lensing constraints. However, a careful analysis by
Bernstein & Fischer emphasizes the remaining uncertainties
in the mass models for both the galaxy and the cluster
which dominate the overall errors in this kind of analysis.
Values of based on this technique appear to be converg-H0ing to about 65 km s~1 Mpc~1 (Impey et al. 1998 ; Tonry &
Franx 1999 ; Bernstein & Fischer 1999 ; Koopmans & Fass-
nacht 1999 ; Williams & Saha 2000).

9.3. Comparison with Other Methods
It is encouraging that to within the uncertainties, there is

broad agreement in values for completely independentH0techniques. A Hubble diagram (log d versus log v) is plotted
in Figure 8. This Hubble diagram covers over 3 orders of
magnitude, and includes distances obtained locally from
Cepheids, from Ðve secondary methods, and for four clus-
ters with recent SZ measurements out to z D 0.1. At z Z 0.1,
other cosmological parameters (the matter density, and)

m
,

the cosmological constant, become important.)")

10. IMPLICATIONS FOR COSMOLOGY

One of the classical tests of cosmology is the comparison
of timescales. With a knowledge of the average densityH0,
of matter, o, and the value of the cosmological constant, ",
integration of the Friedmann equation

H2 \ 8nGo
3

[ k
r2 ] "

3
(7)

17

Fig. 9.— From left to right: Systematic dispersion (filled circles)
and RMS around the best fit model (empty circles); The mean,
sample averaged, deviation from the best fit model; The slope of
the Hubble-residual (in magnitudes) versus redshift, dµresidual/dz.
The parameters characterizing the different samples are used to
uncover potential systematic problems.

Fig. 10.— Top: Binned Hubble diagram (bin-size ∆z = 0.01).
Bottom: Binned residuals from the best fitting cosmology.

ing systematic errors on the cosmological parameters are
discussed in section 6.

5.1. Stretch & evolution

With the large statistics at hand one can test the er-
rors associated with the empirical stretch and color cor-
rections. These corrections would become sources of sys-
tematic error if a) different SN populations were to re-
quire different corrections and b) if the SN populations
were to show differences between nearby and distant ob-
jects (either due to selection effects or due to evolution
of the SN environment).

A potential redshift dependence of the correction pa-
rameters can be tested by separately fitting low redshift
and high redshift objects. For this test, a ΛCDM cosmol-
ogy was assumed with ΩM = 0.28 and ΩM = 0.72 (the
values we obtain from the fit of the full sample); however,
the results are rather insensitive to the assumed cosmo-
logical parameters. The obtained fit parameters α and β
are presented in table 4.

The values of β at high and low redshift agree very well,
providing strong constraints on evolution of the color-
correction. Such evolution effects could arise, for exam-
ple, due to a different mix of dust reddening and intrinsic
color at different redshifts. The fact that β agrees so well
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Figure 10
A sample of the
observationally inferred
primordial 4He abundances
published from 1992 to
2006 (see text). The error
bars are the quoted 1σ

uncertainties. The open red
circles are derived from
various a posteriori–selected
subsets of the IT 2004 Hii
regions. The filled blue
triangle is the value of YP
adopted in this review. Also
shown is the 1σ band for
the SBBN-predicted relic
abundance.

to include systematic corrections: Almost always only a subset of the known sources
of systematic errors is analyzed, and almost always these analyses are applied to a very
limited set (typically 1–7) of Hii regions, which have usually been selected a posteriori.

For example, Luridiana et al. (24) use photoionization models to account for
the effect of collisional excitation of Balmer lines for three (out of a total of five) Hii
regions, and extrapolate their results for the individual helium and oxygen abundances
to zero oxygen abundance using the slope of the Y-versus-O relation derived from
chemical evolution models. Their result, YP= 0.239 ± 0.002, is shown in Figure 10.

The Olive & Skillman (OS) (23) and Fukugita & Kawasaki (FK) (27) analyses
of the IT data attempt to account for the effect of underlying stellar absorption on
the helium and hydrogen emission lines. Following criteria outlined in their 2001
paper (23), OS found they could apply their analysis to only 7 of the 82 IT Hii
regions. This small data set, combined with its restricted range in metallicity (oxygen
abundance), severely limits the statistical significance of the OS conclusions. For
example, there is no evidence from the seven OS Hii regions that "Y ≡ YOS − YIT

is correlated with metallicity, and the weighted mean correction and the error in its
mean are "Y = 0.0029 ± 0.0032 (the average correction and its average error are
"Y = 0.0009 ± 0.0095), consistent with zero at 1σ . If the weighted mean offset
is applied to the IT-derived primordial abundance of YIT

P = 0.243 ± 0.001, the
corrected primordial value is YIT/OS

P = 0.246 ± 0.004 (where, to be conservative, the
errors have been added linearly). In contrast, OS prefer to force a fit of the seven data
points to a linear Y-versus-O/H relation and from it derive the primordial abundance.

www.annualreviews.org • Primordial Nucleosynthesis 481
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Fig. 10. Lensing potential power spectrum estimates based on the individual 100, 143, and 217 GHz sky maps, as well our fiducial

minimum-variance (MV) reconstruction which forms the basis for the Planck lensing likelihood. The black line is for the best-fit

ΛCDM model of Planck Collaboration XVI (2013).

perform additional cross-checks using these bins to ascertain

whether they would have any significant implications for cos-

mology.

In addition to the Planck power spectrum measurements, in

Fig. 11 we have overplotted the ACT and SPT measurements

of the lensing potential power spectrum (Das et al. 2013; van

Engelen et al. 2012). It is clear that all are very consistent.

The Planck measurement has the largest signal-to-noise of these

measurements; as we have already discussed the 40 < L < 400

lensing likelihood provides a 4% constraint on the amplitude of

the lensing potential power spectrum, while the constraint from

current ACT and SPT measurements are 32% and 16% respec-

tively. These measurements are nevertheless quite complemen-

tary. As a function of angular scale, the full-sky Planck power

spectrum estimate has the smallest uncertainty per multipole of

all three experiments at L < 500, at which point the additional

small-scale modes up to �max = 3000 used in the SPT lensing

analysis lead to smaller error bars. The good agreement in these

estimates of CφφL is reassuring; in addition to the fact that the ex-

periments and analyses are completely independent, these mea-

surements are sourced from fairly independent angular scales

in the temperature map, with � <∼ 1600 in the case of Planck,

� < 2300 in the case of ACT, and � < 3000 in the case of SPT.

Cross-correlation of the Planck lensing map with these indepen-

dent measures of the lensing potential will provide an additional

cross-check on their consistency, however at the power spectrum

level they are already in good agreement.

6.1. Parameters

Weak gravitational lensing of the CMB provides sensitivity

to cosmological parameters affecting the late-time growth of

structure which are otherwise degenerate in the primary CMB

anisotropies imprinted around recombination. Examples include

the dark energy density in models with spatial curvature and the

mass of neutrinos that are light enough (mν < 0.5 eV) still to

have been relativistic at recombination.

To connect our measurement of the lensing power spectrum

to parameters, we construct a lensing likelihood nominally based

on the multipole range 40 ≤ L ≤ 400, cut into eight equal-width

bins with ∆L = 45 to maintain parameter leverage from shape

information in addition to our overall amplitude constraint. In

Table 1 we present bandpowers for these eight bins using the in-

dividual 100, 143, and 217 GHz reconstructions as well as the

MV reconstruction which is the basis for our nominal likeli-

hood. The bandpower estimates and their uncertainties are bro-

ken down into constituent parts as discussed in Sect. 2. Based on

these bandpowers, we form a likelihood following Eq. (23). The

measurement errors on each bin are measured by Monte-Carlo

using 1000 simulations, and the bins are sufficiently wide that

we can neglect any small covariance between them (this is dis-

cussed further in Appendix D). We analytically marginalize over

uncertainties that are correlated between bins, including them in

the measurement covariance matrix. This includes beam transfer

function uncertainties (as described in Sect 5.2), uncertainties in

the point source correction (Sect. 7.2) and uncertainty in the N(1)

correction.

As the lensing likelihood is always used in conjunction with

the Planck TT power spectrum likelihood, we coherently ac-

count for uncertainty in CTT
� by renormalizing our lensing po-

tential measurement for each sample, as described in Sect. 5.3.

The lensing likelihood is combined with the main Planck
TT likelihood (Planck Collaboration XV 2013) – constructed

from the temperature (pseudo) cross-spectra between detec-

tor sets at intermediate and high multipoles, and an exact ap-

proach for Gaussian temperature anisotropies at low multipoles

14
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timators. Columns from left to right correspond to: CAPS; CCF; and SMHWcov. Rows from top to bottom represent: NVSS;
SDSS-CMASS/LOWZ; and SDSS-MG. On each panel we show the expected cross-correlation (black line) and the ±1σ region
(grey area). Observed cross-correlations for the different CMB maps are provided: C-R and NILC as green and magenta triangles,
respectively; SEVEM as red circles; and SMICA as blue squares.

Table 7. Probability values of the CMB-LSS cross-correlation
for the NVSS survey under the null hypothesis, for the four com-
ponent separation methods (SMICA, SEVEM, C-R and NILC) and
for the CAPS, CCF, and SMHWcov estimators.

LSS data ξ̂xy
a C-R NILC SEVEM SMICA

CAPS 0.09 0.10 0.10 0.09
NVSS CCF 0.33 0.34 0.40 0.33

SMHWcov 0.20 0.23 0.27 0.19

to estimating the ISW amplitude, since these angles/scales are
suitable for detecting the ISW. However, in order to discard the
null hypothesis, the longer the number of “distances” the better.

5. Stacking of large-scale structures

An alternative approach for measuring the ISW effect in Planck
maps is to look for an ISW signal directly at the positions of
positive and/or negative peaks in the potential. Since the ex-

pected (and observed) signal is very weak, for individual struc-
tures, a stacking technique needs to be applied. Using the WMAP
data, it has been shown that CMB maps show hot spots and cold
spots in the direction of superclusters and supervoids, respec-
tively (Granett et al. 2008a,b, GR08 hereafter), which appear
to be barely consistent with the predictions of standard ΛCDM
(see also Hernandez-Monteagudo & Smith 2012). These struc-
tures, which are not yet virialized, are evolving while the CMB
photons travel across them and this should contribute to the
ISW effect. We apply here the same approach to the different
Planck maps, using the catalogues of superstructures introduced
in Sect. 2.2.4, and we test for the robustness of our findings. We
first discuss our method and the results obtained using the cata-
logue provided by GR08, and then present the results obtained
with the other catalogues.

5.1. Method

Our analysis is performed on the SMICA CMB map, although
we have checked that results are compatible for the other three
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Planck Collaboration: Cosmological parameters

Fig. 10. Planck TT power spectrum. The points in the upper panel show the maximum-likelihood estimates of the primary CMB
spectrum computed as described in the text for the best-fit foreground and nuisance parameters of the Planck+WP+highL fit listed
in Table 5. The red line shows the best-fit base ΛCDM spectrum. The lower panel shows the residuals with respect to the theoretical
model. The error bars are computed from the full covariance matrix, appropriately weighted across each band (see Eqs. 36a and
36b), and include beam uncertainties and uncertainties in the foreground model parameters.

Fig. 11. Planck T E (left) and EE spectra (right) computed as described in the text. The red lines show the polarization spectra from
the base ΛCDM Planck+WP+highL model, which is fitted to the TT data only.
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Figure 2. Colour image of the SDSS J1029+2623 field from the HST ACS/F475W, ACS/F814W and WFC3/F160W observations. North is up and west is
to the right. The three quasar images are labelled by ‘A’, ‘B’ and ‘C’. The squares with ID numbers indicate the locations of identified multiple images (see
also Table 1). Galaxies G1a, G1b and G2 are the central galaxies of the lensing cluster. The solid lines show the critical lines predicted by our best-fitting mass
model at zs = 2.197, the redshift of the strongly lensed quasar.

on their colours and morphologies combined with matching mul-
tiple image candidates while iteratively refining the mass models
(see below for details of our mass model). In total, we identified
five additional sets of multiply imaged galaxies (ID 1–5), which are
shown in Figs 2 and 3, and summarized in Table 1. In addition, the
HST image shown in Fig. 2 exhibits a prominent host galaxy of the
lensed quasar which is highly elongated due to lensing. In order to
take account of the shape of the lensed host galaxy, we include an
additional set of multiple images (ID 6) which roughly corresponds
to the edge of the host galaxy. To summarize, in this paper we use
the positions of 27 multiple images of 7 systems as constraints.

We parametrically model the lens using the public software GLAFIC

(Oguri 2010), although in the iterative process to identify the multi-
ple images we partly used the public software LENSTOOL (Jullo et al.
2007) as well. The mass model mainly consists of dark halo compo-
nents modelled by elliptical Navarro, Frenk & White (1997, here-
after NFW) profiles with the radial profile of ρ(r) ∝ r−1(r + rs)−2

and member galaxies modelled as elliptical pseudo-Jaffe mod-
els (e.g. Cohn et al. 2001) with the radial profile of ρ(r) ∝
r−2(r2 + r2

cut)
−1. Since the cluster core contains two bright galaxy

concentrations, we include two cluster-scale dark halo components
centred at galaxy G1a (RA = 157.305 789, Dec. = 26.392 602)

and G2 (RA = 157.302 083, Dec. = 26.392 344). Each dark halo
component has four parameters: the ellipticity and position angle
of their isodensity contours, the virial mass Mvir and the concen-
tration parameter cvir. To reduce the number of parameters, we
assume that the velocity dispersion σ and the cutoff radius rcut of
the pseudo-Jaffe models scale with the luminosities of the galax-
ies as σ ∝ L1/4 and rcut ∝ L1/2, and regard the normalizations of
the scaling relations as free parameters. However, we do not ap-
ply these scaling relations for one member galaxy just north of
images 3.4–3.6 because the locations of these images are very sen-
sitive to the properties of this galaxy. The velocity dispersion and
cutoff radius of this particular galaxy are included as free param-
eters. The ellipticity and position angle of the pseudo-Jaffe model
for each member galaxy are fixed to the value measured from the
HST ACS/F814W image. In addition to the dark halo and member
galaxy components, we include four perturbation terms (lens po-
tential φ ∝ r2cos mθ ) with m = 2 (external shear), 3, 4 and 5 which
effectively describe the asymmetries of cluster mass distributions
that are commonly seen in simulations (e.g. Meneghetti et al. 2007).
Since we have no spectroscopic redshift measurements for the mul-
tiply imaged galaxies, the redshifts of the lensed galaxies are also
treated as the free parameters.
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Figure 4. Left: normalized 2D probability distribution for nmax and !F/F marginalized over shapelet coefficients. Right: normalized 1D probability distribution
for !F/F marginalized over all nmax and all shapelet coefficients.

Figure 5. BR1202−0725: (left) the [C II] spectrum (red) with the best-fitting model (magenta) overlaid. Right: CO (J = 5 → 4) spectrum (blue) with the
best-fitting model (green) overlaid. In both cases, zero velocity is chosen to be at the peak of the respective model and not at a specific redshift value.

Figure 6. BR1202−0725: (left) the best-fitting joint fit profile (magenta line) overlaid on to both the [C II] (red dotted) and CO (J = 5 → 4) (blue dotted)
emission lines. Amplitudes have been normalized such that the model has a peak at 1.0, whilst the CO (J = 5 → 4) and [C II] emission lines have peaks
normalized such that their height relative to the model is as in the best fit. Both emission lines are shown with zero velocity corresponding to their model
redshift. Right: [C II] data (red dashed line) and CO (J = 5 → 4) data (blue dashed line) on a redshift axis with amplitudes normalized as in the left-hand panel.
Redshifts have been calculated using rest-frame emission frequencies of 1900.539 and 576.267 931 GHz for the [C II] and CO lines, respectively. The solid
magenta and green lines denote the joint fit model line profile at the best-fitting redshift values for the [C II] and CO (J = 5 → 4) lines, respectively.
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Figure 6. CMD for NGC 6341 (M92). The observations are fit with a
[Fe/H] = −2.16 13.5 Gyr isochrone with an apparent distance modulus of
14.75 and a color excess of 0.05.

radius of approximately 1.83 arcmin while the tidal radius of a
cluster could be over 30 arcmin. As a result, it is necessary
to extrapolate our local observations to the global behavior
of the cluster while taking mass segregation into account. To
accomplish this, multi-mass King models are used. The specific
King-model code used in this work was developed by Anderson
(1997), and is taken directly from the formalism described in
Gunn & Griffin (1979). The code represents the cluster as a set
of population groups. Stars within each group are characterized
by the same mass and respond to the potential induced by the
sum of all the groups.

In order to properly constrain a multi-mass King model, we
must specify the contribution of stars at a particular mass (the
population groups) either in terms of the total mass, or in terms of
the mass fraction at a given radius. In addition, we must provide
some global cluster parameters, including the distance, core
radius and tidal radius. Since our prime concern is determining
how the LF varies with radius, it is convenient to associate the
population groups with bins in the LFs, assigning each group
the average mass for stars in that LF bin.

We adopted the annulus between 25 and 50 arcsec as the
region over which we constrained our model LF to fit the
observations. This region provides the reference luminosity
function. The chosen location represents a balance between the
desire for a large number of stars and low Poisson statistics,
and the need for a narrow annulus to minimize variations in the
intrinsic structural parameters of the clusters.

In creating the input luminosity function, the RGB and MS
were binned in 1 mag bins to represent the luminosity function.

Figure 7. CMD for NGC 6362. The observations are fit with a [Fe/H] = −1.08
14.0 Gyr isochrone with an apparent distance modulus of 14.70 and a color
excess of 0.09.
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Figure 8. Completeness map for M92 showing the completeness determined
from artificial star tests as a function of magnitude and radius from the cluster
center. The photometry has very good completeness except for faint stars near
the center of the cluster, as seen in the bottom left of the plot.

Each bin corresponds to a group of stars with the appropriate
mass in the dynamical models. Additional mass groups were
added to represent stars on the horizontal branch and asymptotic
giant branch, blue stragglers, and compact objects in the form
of neutron stars and white dwarfs. In a cluster, which has not
been subjected to significant stripping, the expected population
of neutron stars and white dwarfs can be determined a priori.
The numbers of neutron stars and white dwarfs were estimated
assuming a power-law IMF with an index of −1.0 for stars
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FIG. 7.ÈValues of the Hubble constant determined using the Sunyaev-
Zeldovich e†ect (open squares) and gravitational lens time delays (asterisks)
from 1990 to the present. From the compilation of Huchra (http ://cfa-
www.harvard.edu/Dhuchra) for the Key Project.

the distance to the cluster (e.g., Birkinshaw 1999 ; Carlstrom
et al. 2000). The observed microwave decrement (or more
precisely, the shift of photons to higher frequencies) results
as low-energy cosmic microwave background photons are
scattered o† the hot X-ray gas in clusters. The SZ e†ect is
independent of distance, whereas the X-ray Ñux of the
cluster is distance dependent ; the combination thus can
yield a measure of the distance.

There are also, however, a number of astrophysical com-
plications in the practical application of this method (e.g.,
Birkinshaw 1999 ; Carlstrom 2000). For example, the gas
distribution in clusters is not entirely uniform: clumping of
the gas, if signiÐcant, would result in a decrease in the value
of There may also be projection e†ects : if the clustersH0.
observed are prolate and seen end on, the true could beH0larger than inferred from spherical models. (In a Ñux-limited

FIG. 8.ÈPlot of log distance in Mpc vs. log redshift for Cepheids, the
Tully-Fisher relation, Type Ia supernovae, surface brightness Ñuctuations,
fundamental plane, and Type II supernovae, calibrated as part of the Key
Project. Filled circles are from Birkinshaw (1999), for nearby Sunyaev-
Zeldovich clusters with cz \ 30,000 (z \ 0.1) km s~1, where the choice of
cosmological model does not have a signiÐcant e†ect on the results. The
SZ clusters are Abell 478, 2142, and 2256, and are listed in BirkinshawÏs
Table 7. The solid line is for km s~1 Mpc~1, with the dashed linesH0 \ 72
representing ^10%.

sample, prolate clusters could be selected on the basis of
brightness.) Cooling Ñows may also be problematic. Fur-
thermore, this method assumes hydrostatic equilibrium and
a model for the gas and electron densities. In addition, it is
vital to eliminate potential contamination from other
sources. The systematic errors incurred from all of these
e†ects are difficult to quantify.

Published values of based on the SZ method haveH0ranged from D40 to 80 km s~1 Mpc~1 (e.g., Birkinshaw
1999). The most recent two-dimensional interferometry SZ
data for well-observed clusters yield km s~1H0 \ 60 ^ 10
Mpc~1. The systematic uncertainties are still large, but the
near-term prospects for this method are improving rapidly
(Carlstrom 2000) as additional clusters are being observed,
and higher resolution X-ray and SZ data are becoming
available (e.g., Reese et al. 2000 ; Grego et al. 2000).

9.2. T ime Delays for Gravitational L enses
A second method for measuring at very large dis-H0tances, independent of the need for any local calibration,

comes from gravitational lenses. Refsdal (1964, 1966)
showed that a measurement of the time delay, and the
angular separation for gravitationally lensed images of a
variable object, such as a quasar, can be used to provide a
measurement of (see also, e.g., the review by BlandfordH0& Narayan 1992). Difficulties with this method stem from
the fact that the underlying (luminous or dark) mass dis-
tributions of the lensing galaxies are not independently
known. Furthermore, the lensing galaxies may be sitting in
more complicated group or cluster potentials. A degeneracy
exists between the mass distribution of the lens and the
value of (Schechter et al. 1997 ; Romanowsky & Kocha-H0nek 1999 ; Bernstein & Fischer 1999). In the case of the
well-studied lens 0957]561, the degeneracy due to the sur-
rounding cluster can be broken with the addition of weak-
lensing constraints. However, a careful analysis by
Bernstein & Fischer emphasizes the remaining uncertainties
in the mass models for both the galaxy and the cluster
which dominate the overall errors in this kind of analysis.
Values of based on this technique appear to be converg-H0ing to about 65 km s~1 Mpc~1 (Impey et al. 1998 ; Tonry &
Franx 1999 ; Bernstein & Fischer 1999 ; Koopmans & Fass-
nacht 1999 ; Williams & Saha 2000).

9.3. Comparison with Other Methods
It is encouraging that to within the uncertainties, there is

broad agreement in values for completely independentH0techniques. A Hubble diagram (log d versus log v) is plotted
in Figure 8. This Hubble diagram covers over 3 orders of
magnitude, and includes distances obtained locally from
Cepheids, from Ðve secondary methods, and for four clus-
ters with recent SZ measurements out to z D 0.1. At z Z 0.1,
other cosmological parameters (the matter density, and)

m
,

the cosmological constant, become important.)")

10. IMPLICATIONS FOR COSMOLOGY

One of the classical tests of cosmology is the comparison
of timescales. With a knowledge of the average densityH0,
of matter, o, and the value of the cosmological constant, ",
integration of the Friedmann equation

H2 \ 8nGo
3

[ k
r2 ] "

3
(7)

17

Fig. 9.— From left to right: Systematic dispersion (filled circles)
and RMS around the best fit model (empty circles); The mean,
sample averaged, deviation from the best fit model; The slope of
the Hubble-residual (in magnitudes) versus redshift, dµresidual/dz.
The parameters characterizing the different samples are used to
uncover potential systematic problems.

Fig. 10.— Top: Binned Hubble diagram (bin-size ∆z = 0.01).
Bottom: Binned residuals from the best fitting cosmology.

ing systematic errors on the cosmological parameters are
discussed in section 6.

5.1. Stretch & evolution

With the large statistics at hand one can test the er-
rors associated with the empirical stretch and color cor-
rections. These corrections would become sources of sys-
tematic error if a) different SN populations were to re-
quire different corrections and b) if the SN populations
were to show differences between nearby and distant ob-
jects (either due to selection effects or due to evolution
of the SN environment).

A potential redshift dependence of the correction pa-
rameters can be tested by separately fitting low redshift
and high redshift objects. For this test, a ΛCDM cosmol-
ogy was assumed with ΩM = 0.28 and ΩM = 0.72 (the
values we obtain from the fit of the full sample); however,
the results are rather insensitive to the assumed cosmo-
logical parameters. The obtained fit parameters α and β
are presented in table 4.

The values of β at high and low redshift agree very well,
providing strong constraints on evolution of the color-
correction. Such evolution effects could arise, for exam-
ple, due to a different mix of dust reddening and intrinsic
color at different redshifts. The fact that β agrees so well

0.1 1 10
r [h 1 Mpc]

0.1

1

10

102

103

104

gm
(r

) !
 

m
 /0

.2
7

(r/5.4 h 1 Mpc) 1.79

Dr. Gary Steigman, KITP & Ohio State (KITP Neutrinos 1-22-03) Counting Neutrinos with the BBN and the CMB Page 4

Friday, March 1, 2013

ANRV326-NS57-15 ARI 14 September 2007 15:32

1990 1995 2000 2005 2010

Year

0.22

0.23

0.24

0.25

0.26

YP

SBBN

Figure 10
A sample of the
observationally inferred
primordial 4He abundances
published from 1992 to
2006 (see text). The error
bars are the quoted 1σ

uncertainties. The open red
circles are derived from
various a posteriori–selected
subsets of the IT 2004 Hii
regions. The filled blue
triangle is the value of YP
adopted in this review. Also
shown is the 1σ band for
the SBBN-predicted relic
abundance.

to include systematic corrections: Almost always only a subset of the known sources
of systematic errors is analyzed, and almost always these analyses are applied to a very
limited set (typically 1–7) of Hii regions, which have usually been selected a posteriori.

For example, Luridiana et al. (24) use photoionization models to account for
the effect of collisional excitation of Balmer lines for three (out of a total of five) Hii
regions, and extrapolate their results for the individual helium and oxygen abundances
to zero oxygen abundance using the slope of the Y-versus-O relation derived from
chemical evolution models. Their result, YP= 0.239 ± 0.002, is shown in Figure 10.

The Olive & Skillman (OS) (23) and Fukugita & Kawasaki (FK) (27) analyses
of the IT data attempt to account for the effect of underlying stellar absorption on
the helium and hydrogen emission lines. Following criteria outlined in their 2001
paper (23), OS found they could apply their analysis to only 7 of the 82 IT Hii
regions. This small data set, combined with its restricted range in metallicity (oxygen
abundance), severely limits the statistical significance of the OS conclusions. For
example, there is no evidence from the seven OS Hii regions that "Y ≡ YOS − YIT

is correlated with metallicity, and the weighted mean correction and the error in its
mean are "Y = 0.0029 ± 0.0032 (the average correction and its average error are
"Y = 0.0009 ± 0.0095), consistent with zero at 1σ . If the weighted mean offset
is applied to the IT-derived primordial abundance of YIT

P = 0.243 ± 0.001, the
corrected primordial value is YIT/OS

P = 0.246 ± 0.004 (where, to be conservative, the
errors have been added linearly). In contrast, OS prefer to force a fit of the seven data
points to a linear Y-versus-O/H relation and from it derive the primordial abundance.
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Fig. 10. Lensing potential power spectrum estimates based on the individual 100, 143, and 217 GHz sky maps, as well our fiducial

minimum-variance (MV) reconstruction which forms the basis for the Planck lensing likelihood. The black line is for the best-fit

ΛCDM model of Planck Collaboration XVI (2013).

perform additional cross-checks using these bins to ascertain

whether they would have any significant implications for cos-

mology.

In addition to the Planck power spectrum measurements, in

Fig. 11 we have overplotted the ACT and SPT measurements

of the lensing potential power spectrum (Das et al. 2013; van

Engelen et al. 2012). It is clear that all are very consistent.

The Planck measurement has the largest signal-to-noise of these

measurements; as we have already discussed the 40 < L < 400

lensing likelihood provides a 4% constraint on the amplitude of

the lensing potential power spectrum, while the constraint from

current ACT and SPT measurements are 32% and 16% respec-

tively. These measurements are nevertheless quite complemen-

tary. As a function of angular scale, the full-sky Planck power

spectrum estimate has the smallest uncertainty per multipole of

all three experiments at L < 500, at which point the additional

small-scale modes up to �max = 3000 used in the SPT lensing

analysis lead to smaller error bars. The good agreement in these

estimates of CφφL is reassuring; in addition to the fact that the ex-

periments and analyses are completely independent, these mea-

surements are sourced from fairly independent angular scales

in the temperature map, with � <∼ 1600 in the case of Planck,

� < 2300 in the case of ACT, and � < 3000 in the case of SPT.

Cross-correlation of the Planck lensing map with these indepen-

dent measures of the lensing potential will provide an additional

cross-check on their consistency, however at the power spectrum

level they are already in good agreement.

6.1. Parameters

Weak gravitational lensing of the CMB provides sensitivity

to cosmological parameters affecting the late-time growth of

structure which are otherwise degenerate in the primary CMB

anisotropies imprinted around recombination. Examples include

the dark energy density in models with spatial curvature and the

mass of neutrinos that are light enough (mν < 0.5 eV) still to

have been relativistic at recombination.

To connect our measurement of the lensing power spectrum

to parameters, we construct a lensing likelihood nominally based

on the multipole range 40 ≤ L ≤ 400, cut into eight equal-width

bins with ∆L = 45 to maintain parameter leverage from shape

information in addition to our overall amplitude constraint. In

Table 1 we present bandpowers for these eight bins using the in-

dividual 100, 143, and 217 GHz reconstructions as well as the

MV reconstruction which is the basis for our nominal likeli-

hood. The bandpower estimates and their uncertainties are bro-

ken down into constituent parts as discussed in Sect. 2. Based on

these bandpowers, we form a likelihood following Eq. (23). The

measurement errors on each bin are measured by Monte-Carlo

using 1000 simulations, and the bins are sufficiently wide that

we can neglect any small covariance between them (this is dis-

cussed further in Appendix D). We analytically marginalize over

uncertainties that are correlated between bins, including them in

the measurement covariance matrix. This includes beam transfer

function uncertainties (as described in Sect 5.2), uncertainties in

the point source correction (Sect. 7.2) and uncertainty in the N(1)

correction.

As the lensing likelihood is always used in conjunction with

the Planck TT power spectrum likelihood, we coherently ac-

count for uncertainty in CTT
� by renormalizing our lensing po-

tential measurement for each sample, as described in Sect. 5.3.

The lensing likelihood is combined with the main Planck
TT likelihood (Planck Collaboration XV 2013) – constructed

from the temperature (pseudo) cross-spectra between detec-

tor sets at intermediate and high multipoles, and an exact ap-

proach for Gaussian temperature anisotropies at low multipoles

14
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Fig. 5. Observed and expected cross-correlation signal versus multipole �, for several surveys and different cross-correlation es-
timators. Columns from left to right correspond to: CAPS; CCF; and SMHWcov. Rows from top to bottom represent: NVSS;
SDSS-CMASS/LOWZ; and SDSS-MG. On each panel we show the expected cross-correlation (black line) and the ±1σ region
(grey area). Observed cross-correlations for the different CMB maps are provided: C-R and NILC as green and magenta triangles,
respectively; SEVEM as red circles; and SMICA as blue squares.

Table 7. Probability values of the CMB-LSS cross-correlation
for the NVSS survey under the null hypothesis, for the four com-
ponent separation methods (SMICA, SEVEM, C-R and NILC) and
for the CAPS, CCF, and SMHWcov estimators.

LSS data ξ̂xy
a C-R NILC SEVEM SMICA

CAPS 0.09 0.10 0.10 0.09
NVSS CCF 0.33 0.34 0.40 0.33

SMHWcov 0.20 0.23 0.27 0.19

to estimating the ISW amplitude, since these angles/scales are
suitable for detecting the ISW. However, in order to discard the
null hypothesis, the longer the number of “distances” the better.

5. Stacking of large-scale structures

An alternative approach for measuring the ISW effect in Planck
maps is to look for an ISW signal directly at the positions of
positive and/or negative peaks in the potential. Since the ex-

pected (and observed) signal is very weak, for individual struc-
tures, a stacking technique needs to be applied. Using the WMAP
data, it has been shown that CMB maps show hot spots and cold
spots in the direction of superclusters and supervoids, respec-
tively (Granett et al. 2008a,b, GR08 hereafter), which appear
to be barely consistent with the predictions of standard ΛCDM
(see also Hernandez-Monteagudo & Smith 2012). These struc-
tures, which are not yet virialized, are evolving while the CMB
photons travel across them and this should contribute to the
ISW effect. We apply here the same approach to the different
Planck maps, using the catalogues of superstructures introduced
in Sect. 2.2.4, and we test for the robustness of our findings. We
first discuss our method and the results obtained using the cata-
logue provided by GR08, and then present the results obtained
with the other catalogues.

5.1. Method

Our analysis is performed on the SMICA CMB map, although
we have checked that results are compatible for the other three
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Planck Collaboration: Cosmological parameters

Fig. 10. Planck TT power spectrum. The points in the upper panel show the maximum-likelihood estimates of the primary CMB
spectrum computed as described in the text for the best-fit foreground and nuisance parameters of the Planck+WP+highL fit listed
in Table 5. The red line shows the best-fit base ΛCDM spectrum. The lower panel shows the residuals with respect to the theoretical
model. The error bars are computed from the full covariance matrix, appropriately weighted across each band (see Eqs. 36a and
36b), and include beam uncertainties and uncertainties in the foreground model parameters.

Fig. 11. Planck T E (left) and EE spectra (right) computed as described in the text. The red lines show the polarization spectra from
the base ΛCDM Planck+WP+highL model, which is fitted to the TT data only.
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Figure 2. Colour image of the SDSS J1029+2623 field from the HST ACS/F475W, ACS/F814W and WFC3/F160W observations. North is up and west is
to the right. The three quasar images are labelled by ‘A’, ‘B’ and ‘C’. The squares with ID numbers indicate the locations of identified multiple images (see
also Table 1). Galaxies G1a, G1b and G2 are the central galaxies of the lensing cluster. The solid lines show the critical lines predicted by our best-fitting mass
model at zs = 2.197, the redshift of the strongly lensed quasar.

on their colours and morphologies combined with matching mul-
tiple image candidates while iteratively refining the mass models
(see below for details of our mass model). In total, we identified
five additional sets of multiply imaged galaxies (ID 1–5), which are
shown in Figs 2 and 3, and summarized in Table 1. In addition, the
HST image shown in Fig. 2 exhibits a prominent host galaxy of the
lensed quasar which is highly elongated due to lensing. In order to
take account of the shape of the lensed host galaxy, we include an
additional set of multiple images (ID 6) which roughly corresponds
to the edge of the host galaxy. To summarize, in this paper we use
the positions of 27 multiple images of 7 systems as constraints.

We parametrically model the lens using the public software GLAFIC

(Oguri 2010), although in the iterative process to identify the multi-
ple images we partly used the public software LENSTOOL (Jullo et al.
2007) as well. The mass model mainly consists of dark halo compo-
nents modelled by elliptical Navarro, Frenk & White (1997, here-
after NFW) profiles with the radial profile of ρ(r) ∝ r−1(r + rs)−2

and member galaxies modelled as elliptical pseudo-Jaffe mod-
els (e.g. Cohn et al. 2001) with the radial profile of ρ(r) ∝
r−2(r2 + r2

cut)
−1. Since the cluster core contains two bright galaxy

concentrations, we include two cluster-scale dark halo components
centred at galaxy G1a (RA = 157.305 789, Dec. = 26.392 602)

and G2 (RA = 157.302 083, Dec. = 26.392 344). Each dark halo
component has four parameters: the ellipticity and position angle
of their isodensity contours, the virial mass Mvir and the concen-
tration parameter cvir. To reduce the number of parameters, we
assume that the velocity dispersion σ and the cutoff radius rcut of
the pseudo-Jaffe models scale with the luminosities of the galax-
ies as σ ∝ L1/4 and rcut ∝ L1/2, and regard the normalizations of
the scaling relations as free parameters. However, we do not ap-
ply these scaling relations for one member galaxy just north of
images 3.4–3.6 because the locations of these images are very sen-
sitive to the properties of this galaxy. The velocity dispersion and
cutoff radius of this particular galaxy are included as free param-
eters. The ellipticity and position angle of the pseudo-Jaffe model
for each member galaxy are fixed to the value measured from the
HST ACS/F814W image. In addition to the dark halo and member
galaxy components, we include four perturbation terms (lens po-
tential φ ∝ r2cos mθ ) with m = 2 (external shear), 3, 4 and 5 which
effectively describe the asymmetries of cluster mass distributions
that are commonly seen in simulations (e.g. Meneghetti et al. 2007).
Since we have no spectroscopic redshift measurements for the mul-
tiply imaged galaxies, the redshifts of the lensed galaxies are also
treated as the free parameters.
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Figure 4. Left: normalized 2D probability distribution for nmax and !F/F marginalized over shapelet coefficients. Right: normalized 1D probability distribution
for !F/F marginalized over all nmax and all shapelet coefficients.

Figure 5. BR1202−0725: (left) the [C II] spectrum (red) with the best-fitting model (magenta) overlaid. Right: CO (J = 5 → 4) spectrum (blue) with the
best-fitting model (green) overlaid. In both cases, zero velocity is chosen to be at the peak of the respective model and not at a specific redshift value.

Figure 6. BR1202−0725: (left) the best-fitting joint fit profile (magenta line) overlaid on to both the [C II] (red dotted) and CO (J = 5 → 4) (blue dotted)
emission lines. Amplitudes have been normalized such that the model has a peak at 1.0, whilst the CO (J = 5 → 4) and [C II] emission lines have peaks
normalized such that their height relative to the model is as in the best fit. Both emission lines are shown with zero velocity corresponding to their model
redshift. Right: [C II] data (red dashed line) and CO (J = 5 → 4) data (blue dashed line) on a redshift axis with amplitudes normalized as in the left-hand panel.
Redshifts have been calculated using rest-frame emission frequencies of 1900.539 and 576.267 931 GHz for the [C II] and CO lines, respectively. The solid
magenta and green lines denote the joint fit model line profile at the best-fitting redshift values for the [C II] and CO (J = 5 → 4) lines, respectively.
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or, according to skeptics,
depending on the situation,

According to conventional astronomical views the similarity of the numbers are
coincidental. Such views seem to me to arise out of ignorance. I simply cannot
accept so many coincidences. There may be one accident—one criminal in the
list—but it is unlikely there is more than one.

Thursday, March 14, 2013

Monday, April 1, 2013
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Figure 6. CMD for NGC 6341 (M92). The observations are fit with a
[Fe/H] = −2.16 13.5 Gyr isochrone with an apparent distance modulus of
14.75 and a color excess of 0.05.

radius of approximately 1.83 arcmin while the tidal radius of a
cluster could be over 30 arcmin. As a result, it is necessary
to extrapolate our local observations to the global behavior
of the cluster while taking mass segregation into account. To
accomplish this, multi-mass King models are used. The specific
King-model code used in this work was developed by Anderson
(1997), and is taken directly from the formalism described in
Gunn & Griffin (1979). The code represents the cluster as a set
of population groups. Stars within each group are characterized
by the same mass and respond to the potential induced by the
sum of all the groups.

In order to properly constrain a multi-mass King model, we
must specify the contribution of stars at a particular mass (the
population groups) either in terms of the total mass, or in terms of
the mass fraction at a given radius. In addition, we must provide
some global cluster parameters, including the distance, core
radius and tidal radius. Since our prime concern is determining
how the LF varies with radius, it is convenient to associate the
population groups with bins in the LFs, assigning each group
the average mass for stars in that LF bin.

We adopted the annulus between 25 and 50 arcsec as the
region over which we constrained our model LF to fit the
observations. This region provides the reference luminosity
function. The chosen location represents a balance between the
desire for a large number of stars and low Poisson statistics,
and the need for a narrow annulus to minimize variations in the
intrinsic structural parameters of the clusters.

In creating the input luminosity function, the RGB and MS
were binned in 1 mag bins to represent the luminosity function.

Figure 7. CMD for NGC 6362. The observations are fit with a [Fe/H] = −1.08
14.0 Gyr isochrone with an apparent distance modulus of 14.70 and a color
excess of 0.09.
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Figure 8. Completeness map for M92 showing the completeness determined
from artificial star tests as a function of magnitude and radius from the cluster
center. The photometry has very good completeness except for faint stars near
the center of the cluster, as seen in the bottom left of the plot.

Each bin corresponds to a group of stars with the appropriate
mass in the dynamical models. Additional mass groups were
added to represent stars on the horizontal branch and asymptotic
giant branch, blue stragglers, and compact objects in the form
of neutron stars and white dwarfs. In a cluster, which has not
been subjected to significant stripping, the expected population
of neutron stars and white dwarfs can be determined a priori.
The numbers of neutron stars and white dwarfs were estimated
assuming a power-law IMF with an index of −1.0 for stars
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FIG. 7.ÈValues of the Hubble constant determined using the Sunyaev-
Zeldovich e†ect (open squares) and gravitational lens time delays (asterisks)
from 1990 to the present. From the compilation of Huchra (http ://cfa-
www.harvard.edu/Dhuchra) for the Key Project.

the distance to the cluster (e.g., Birkinshaw 1999 ; Carlstrom
et al. 2000). The observed microwave decrement (or more
precisely, the shift of photons to higher frequencies) results
as low-energy cosmic microwave background photons are
scattered o† the hot X-ray gas in clusters. The SZ e†ect is
independent of distance, whereas the X-ray Ñux of the
cluster is distance dependent ; the combination thus can
yield a measure of the distance.

There are also, however, a number of astrophysical com-
plications in the practical application of this method (e.g.,
Birkinshaw 1999 ; Carlstrom 2000). For example, the gas
distribution in clusters is not entirely uniform: clumping of
the gas, if signiÐcant, would result in a decrease in the value
of There may also be projection e†ects : if the clustersH0.
observed are prolate and seen end on, the true could beH0larger than inferred from spherical models. (In a Ñux-limited

FIG. 8.ÈPlot of log distance in Mpc vs. log redshift for Cepheids, the
Tully-Fisher relation, Type Ia supernovae, surface brightness Ñuctuations,
fundamental plane, and Type II supernovae, calibrated as part of the Key
Project. Filled circles are from Birkinshaw (1999), for nearby Sunyaev-
Zeldovich clusters with cz \ 30,000 (z \ 0.1) km s~1, where the choice of
cosmological model does not have a signiÐcant e†ect on the results. The
SZ clusters are Abell 478, 2142, and 2256, and are listed in BirkinshawÏs
Table 7. The solid line is for km s~1 Mpc~1, with the dashed linesH0 \ 72
representing ^10%.

sample, prolate clusters could be selected on the basis of
brightness.) Cooling Ñows may also be problematic. Fur-
thermore, this method assumes hydrostatic equilibrium and
a model for the gas and electron densities. In addition, it is
vital to eliminate potential contamination from other
sources. The systematic errors incurred from all of these
e†ects are difficult to quantify.

Published values of based on the SZ method haveH0ranged from D40 to 80 km s~1 Mpc~1 (e.g., Birkinshaw
1999). The most recent two-dimensional interferometry SZ
data for well-observed clusters yield km s~1H0 \ 60 ^ 10
Mpc~1. The systematic uncertainties are still large, but the
near-term prospects for this method are improving rapidly
(Carlstrom 2000) as additional clusters are being observed,
and higher resolution X-ray and SZ data are becoming
available (e.g., Reese et al. 2000 ; Grego et al. 2000).

9.2. T ime Delays for Gravitational L enses
A second method for measuring at very large dis-H0tances, independent of the need for any local calibration,

comes from gravitational lenses. Refsdal (1964, 1966)
showed that a measurement of the time delay, and the
angular separation for gravitationally lensed images of a
variable object, such as a quasar, can be used to provide a
measurement of (see also, e.g., the review by BlandfordH0& Narayan 1992). Difficulties with this method stem from
the fact that the underlying (luminous or dark) mass dis-
tributions of the lensing galaxies are not independently
known. Furthermore, the lensing galaxies may be sitting in
more complicated group or cluster potentials. A degeneracy
exists between the mass distribution of the lens and the
value of (Schechter et al. 1997 ; Romanowsky & Kocha-H0nek 1999 ; Bernstein & Fischer 1999). In the case of the
well-studied lens 0957]561, the degeneracy due to the sur-
rounding cluster can be broken with the addition of weak-
lensing constraints. However, a careful analysis by
Bernstein & Fischer emphasizes the remaining uncertainties
in the mass models for both the galaxy and the cluster
which dominate the overall errors in this kind of analysis.
Values of based on this technique appear to be converg-H0ing to about 65 km s~1 Mpc~1 (Impey et al. 1998 ; Tonry &
Franx 1999 ; Bernstein & Fischer 1999 ; Koopmans & Fass-
nacht 1999 ; Williams & Saha 2000).

9.3. Comparison with Other Methods
It is encouraging that to within the uncertainties, there is

broad agreement in values for completely independentH0techniques. A Hubble diagram (log d versus log v) is plotted
in Figure 8. This Hubble diagram covers over 3 orders of
magnitude, and includes distances obtained locally from
Cepheids, from Ðve secondary methods, and for four clus-
ters with recent SZ measurements out to z D 0.1. At z Z 0.1,
other cosmological parameters (the matter density, and)

m
,

the cosmological constant, become important.)")

10. IMPLICATIONS FOR COSMOLOGY

One of the classical tests of cosmology is the comparison
of timescales. With a knowledge of the average densityH0,
of matter, o, and the value of the cosmological constant, ",
integration of the Friedmann equation

H2 \ 8nGo
3

[ k
r2 ] "

3
(7)
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Fig. 9.— From left to right: Systematic dispersion (filled circles)
and RMS around the best fit model (empty circles); The mean,
sample averaged, deviation from the best fit model; The slope of
the Hubble-residual (in magnitudes) versus redshift, dµresidual/dz.
The parameters characterizing the different samples are used to
uncover potential systematic problems.

Fig. 10.— Top: Binned Hubble diagram (bin-size ∆z = 0.01).
Bottom: Binned residuals from the best fitting cosmology.

ing systematic errors on the cosmological parameters are
discussed in section 6.

5.1. Stretch & evolution

With the large statistics at hand one can test the er-
rors associated with the empirical stretch and color cor-
rections. These corrections would become sources of sys-
tematic error if a) different SN populations were to re-
quire different corrections and b) if the SN populations
were to show differences between nearby and distant ob-
jects (either due to selection effects or due to evolution
of the SN environment).

A potential redshift dependence of the correction pa-
rameters can be tested by separately fitting low redshift
and high redshift objects. For this test, a ΛCDM cosmol-
ogy was assumed with ΩM = 0.28 and ΩM = 0.72 (the
values we obtain from the fit of the full sample); however,
the results are rather insensitive to the assumed cosmo-
logical parameters. The obtained fit parameters α and β
are presented in table 4.

The values of β at high and low redshift agree very well,
providing strong constraints on evolution of the color-
correction. Such evolution effects could arise, for exam-
ple, due to a different mix of dust reddening and intrinsic
color at different redshifts. The fact that β agrees so well
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Figure 10
A sample of the
observationally inferred
primordial 4He abundances
published from 1992 to
2006 (see text). The error
bars are the quoted 1σ

uncertainties. The open red
circles are derived from
various a posteriori–selected
subsets of the IT 2004 Hii
regions. The filled blue
triangle is the value of YP
adopted in this review. Also
shown is the 1σ band for
the SBBN-predicted relic
abundance.

to include systematic corrections: Almost always only a subset of the known sources
of systematic errors is analyzed, and almost always these analyses are applied to a very
limited set (typically 1–7) of Hii regions, which have usually been selected a posteriori.

For example, Luridiana et al. (24) use photoionization models to account for
the effect of collisional excitation of Balmer lines for three (out of a total of five) Hii
regions, and extrapolate their results for the individual helium and oxygen abundances
to zero oxygen abundance using the slope of the Y-versus-O relation derived from
chemical evolution models. Their result, YP= 0.239 ± 0.002, is shown in Figure 10.

The Olive & Skillman (OS) (23) and Fukugita & Kawasaki (FK) (27) analyses
of the IT data attempt to account for the effect of underlying stellar absorption on
the helium and hydrogen emission lines. Following criteria outlined in their 2001
paper (23), OS found they could apply their analysis to only 7 of the 82 IT Hii
regions. This small data set, combined with its restricted range in metallicity (oxygen
abundance), severely limits the statistical significance of the OS conclusions. For
example, there is no evidence from the seven OS Hii regions that "Y ≡ YOS − YIT

is correlated with metallicity, and the weighted mean correction and the error in its
mean are "Y = 0.0029 ± 0.0032 (the average correction and its average error are
"Y = 0.0009 ± 0.0095), consistent with zero at 1σ . If the weighted mean offset
is applied to the IT-derived primordial abundance of YIT

P = 0.243 ± 0.001, the
corrected primordial value is YIT/OS

P = 0.246 ± 0.004 (where, to be conservative, the
errors have been added linearly). In contrast, OS prefer to force a fit of the seven data
points to a linear Y-versus-O/H relation and from it derive the primordial abundance.
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Planck Collaboration: Gravitational lensing by large-scale structures with Planck
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Fig. 10. Lensing potential power spectrum estimates based on the individual 100, 143, and 217 GHz sky maps, as well our fiducial

minimum-variance (MV) reconstruction which forms the basis for the Planck lensing likelihood. The black line is for the best-fit

ΛCDM model of Planck Collaboration XVI (2013).

perform additional cross-checks using these bins to ascertain

whether they would have any significant implications for cos-

mology.

In addition to the Planck power spectrum measurements, in

Fig. 11 we have overplotted the ACT and SPT measurements

of the lensing potential power spectrum (Das et al. 2013; van

Engelen et al. 2012). It is clear that all are very consistent.

The Planck measurement has the largest signal-to-noise of these

measurements; as we have already discussed the 40 < L < 400

lensing likelihood provides a 4% constraint on the amplitude of

the lensing potential power spectrum, while the constraint from

current ACT and SPT measurements are 32% and 16% respec-

tively. These measurements are nevertheless quite complemen-

tary. As a function of angular scale, the full-sky Planck power

spectrum estimate has the smallest uncertainty per multipole of

all three experiments at L < 500, at which point the additional

small-scale modes up to �max = 3000 used in the SPT lensing

analysis lead to smaller error bars. The good agreement in these

estimates of CφφL is reassuring; in addition to the fact that the ex-

periments and analyses are completely independent, these mea-

surements are sourced from fairly independent angular scales

in the temperature map, with � <∼ 1600 in the case of Planck,

� < 2300 in the case of ACT, and � < 3000 in the case of SPT.

Cross-correlation of the Planck lensing map with these indepen-

dent measures of the lensing potential will provide an additional

cross-check on their consistency, however at the power spectrum

level they are already in good agreement.

6.1. Parameters

Weak gravitational lensing of the CMB provides sensitivity

to cosmological parameters affecting the late-time growth of

structure which are otherwise degenerate in the primary CMB

anisotropies imprinted around recombination. Examples include

the dark energy density in models with spatial curvature and the

mass of neutrinos that are light enough (mν < 0.5 eV) still to

have been relativistic at recombination.

To connect our measurement of the lensing power spectrum

to parameters, we construct a lensing likelihood nominally based

on the multipole range 40 ≤ L ≤ 400, cut into eight equal-width

bins with ∆L = 45 to maintain parameter leverage from shape

information in addition to our overall amplitude constraint. In

Table 1 we present bandpowers for these eight bins using the in-

dividual 100, 143, and 217 GHz reconstructions as well as the

MV reconstruction which is the basis for our nominal likeli-

hood. The bandpower estimates and their uncertainties are bro-

ken down into constituent parts as discussed in Sect. 2. Based on

these bandpowers, we form a likelihood following Eq. (23). The

measurement errors on each bin are measured by Monte-Carlo

using 1000 simulations, and the bins are sufficiently wide that

we can neglect any small covariance between them (this is dis-

cussed further in Appendix D). We analytically marginalize over

uncertainties that are correlated between bins, including them in

the measurement covariance matrix. This includes beam transfer

function uncertainties (as described in Sect 5.2), uncertainties in

the point source correction (Sect. 7.2) and uncertainty in the N(1)

correction.

As the lensing likelihood is always used in conjunction with

the Planck TT power spectrum likelihood, we coherently ac-

count for uncertainty in CTT
� by renormalizing our lensing po-

tential measurement for each sample, as described in Sect. 5.3.

The lensing likelihood is combined with the main Planck
TT likelihood (Planck Collaboration XV 2013) – constructed

from the temperature (pseudo) cross-spectra between detec-

tor sets at intermediate and high multipoles, and an exact ap-

proach for Gaussian temperature anisotropies at low multipoles

14
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Fig. 5. Observed and expected cross-correlation signal versus multipole �, for several surveys and different cross-correlation es-
timators. Columns from left to right correspond to: CAPS; CCF; and SMHWcov. Rows from top to bottom represent: NVSS;
SDSS-CMASS/LOWZ; and SDSS-MG. On each panel we show the expected cross-correlation (black line) and the ±1σ region
(grey area). Observed cross-correlations for the different CMB maps are provided: C-R and NILC as green and magenta triangles,
respectively; SEVEM as red circles; and SMICA as blue squares.

Table 7. Probability values of the CMB-LSS cross-correlation
for the NVSS survey under the null hypothesis, for the four com-
ponent separation methods (SMICA, SEVEM, C-R and NILC) and
for the CAPS, CCF, and SMHWcov estimators.

LSS data ξ̂xy
a C-R NILC SEVEM SMICA

CAPS 0.09 0.10 0.10 0.09
NVSS CCF 0.33 0.34 0.40 0.33

SMHWcov 0.20 0.23 0.27 0.19

to estimating the ISW amplitude, since these angles/scales are
suitable for detecting the ISW. However, in order to discard the
null hypothesis, the longer the number of “distances” the better.

5. Stacking of large-scale structures

An alternative approach for measuring the ISW effect in Planck
maps is to look for an ISW signal directly at the positions of
positive and/or negative peaks in the potential. Since the ex-

pected (and observed) signal is very weak, for individual struc-
tures, a stacking technique needs to be applied. Using the WMAP
data, it has been shown that CMB maps show hot spots and cold
spots in the direction of superclusters and supervoids, respec-
tively (Granett et al. 2008a,b, GR08 hereafter), which appear
to be barely consistent with the predictions of standard ΛCDM
(see also Hernandez-Monteagudo & Smith 2012). These struc-
tures, which are not yet virialized, are evolving while the CMB
photons travel across them and this should contribute to the
ISW effect. We apply here the same approach to the different
Planck maps, using the catalogues of superstructures introduced
in Sect. 2.2.4, and we test for the robustness of our findings. We
first discuss our method and the results obtained using the cata-
logue provided by GR08, and then present the results obtained
with the other catalogues.

5.1. Method

Our analysis is performed on the SMICA CMB map, although
we have checked that results are compatible for the other three
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Planck Collaboration: Cosmological parameters

Fig. 10. Planck TT power spectrum. The points in the upper panel show the maximum-likelihood estimates of the primary CMB
spectrum computed as described in the text for the best-fit foreground and nuisance parameters of the Planck+WP+highL fit listed
in Table 5. The red line shows the best-fit base ΛCDM spectrum. The lower panel shows the residuals with respect to the theoretical
model. The error bars are computed from the full covariance matrix, appropriately weighted across each band (see Eqs. 36a and
36b), and include beam uncertainties and uncertainties in the foreground model parameters.

Fig. 11. Planck T E (left) and EE spectra (right) computed as described in the text. The red lines show the polarization spectra from
the base ΛCDM Planck+WP+highL model, which is fitted to the TT data only.
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Figure 2. Colour image of the SDSS J1029+2623 field from the HST ACS/F475W, ACS/F814W and WFC3/F160W observations. North is up and west is
to the right. The three quasar images are labelled by ‘A’, ‘B’ and ‘C’. The squares with ID numbers indicate the locations of identified multiple images (see
also Table 1). Galaxies G1a, G1b and G2 are the central galaxies of the lensing cluster. The solid lines show the critical lines predicted by our best-fitting mass
model at zs = 2.197, the redshift of the strongly lensed quasar.

on their colours and morphologies combined with matching mul-
tiple image candidates while iteratively refining the mass models
(see below for details of our mass model). In total, we identified
five additional sets of multiply imaged galaxies (ID 1–5), which are
shown in Figs 2 and 3, and summarized in Table 1. In addition, the
HST image shown in Fig. 2 exhibits a prominent host galaxy of the
lensed quasar which is highly elongated due to lensing. In order to
take account of the shape of the lensed host galaxy, we include an
additional set of multiple images (ID 6) which roughly corresponds
to the edge of the host galaxy. To summarize, in this paper we use
the positions of 27 multiple images of 7 systems as constraints.

We parametrically model the lens using the public software GLAFIC

(Oguri 2010), although in the iterative process to identify the multi-
ple images we partly used the public software LENSTOOL (Jullo et al.
2007) as well. The mass model mainly consists of dark halo compo-
nents modelled by elliptical Navarro, Frenk & White (1997, here-
after NFW) profiles with the radial profile of ρ(r) ∝ r−1(r + rs)−2

and member galaxies modelled as elliptical pseudo-Jaffe mod-
els (e.g. Cohn et al. 2001) with the radial profile of ρ(r) ∝
r−2(r2 + r2

cut)
−1. Since the cluster core contains two bright galaxy

concentrations, we include two cluster-scale dark halo components
centred at galaxy G1a (RA = 157.305 789, Dec. = 26.392 602)

and G2 (RA = 157.302 083, Dec. = 26.392 344). Each dark halo
component has four parameters: the ellipticity and position angle
of their isodensity contours, the virial mass Mvir and the concen-
tration parameter cvir. To reduce the number of parameters, we
assume that the velocity dispersion σ and the cutoff radius rcut of
the pseudo-Jaffe models scale with the luminosities of the galax-
ies as σ ∝ L1/4 and rcut ∝ L1/2, and regard the normalizations of
the scaling relations as free parameters. However, we do not ap-
ply these scaling relations for one member galaxy just north of
images 3.4–3.6 because the locations of these images are very sen-
sitive to the properties of this galaxy. The velocity dispersion and
cutoff radius of this particular galaxy are included as free param-
eters. The ellipticity and position angle of the pseudo-Jaffe model
for each member galaxy are fixed to the value measured from the
HST ACS/F814W image. In addition to the dark halo and member
galaxy components, we include four perturbation terms (lens po-
tential φ ∝ r2cos mθ ) with m = 2 (external shear), 3, 4 and 5 which
effectively describe the asymmetries of cluster mass distributions
that are commonly seen in simulations (e.g. Meneghetti et al. 2007).
Since we have no spectroscopic redshift measurements for the mul-
tiply imaged galaxies, the redshifts of the lensed galaxies are also
treated as the free parameters.
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Figure 4. Left: normalized 2D probability distribution for nmax and !F/F marginalized over shapelet coefficients. Right: normalized 1D probability distribution
for !F/F marginalized over all nmax and all shapelet coefficients.

Figure 5. BR1202−0725: (left) the [C II] spectrum (red) with the best-fitting model (magenta) overlaid. Right: CO (J = 5 → 4) spectrum (blue) with the
best-fitting model (green) overlaid. In both cases, zero velocity is chosen to be at the peak of the respective model and not at a specific redshift value.

Figure 6. BR1202−0725: (left) the best-fitting joint fit profile (magenta line) overlaid on to both the [C II] (red dotted) and CO (J = 5 → 4) (blue dotted)
emission lines. Amplitudes have been normalized such that the model has a peak at 1.0, whilst the CO (J = 5 → 4) and [C II] emission lines have peaks
normalized such that their height relative to the model is as in the best fit. Both emission lines are shown with zero velocity corresponding to their model
redshift. Right: [C II] data (red dashed line) and CO (J = 5 → 4) data (blue dashed line) on a redshift axis with amplitudes normalized as in the left-hand panel.
Redshifts have been calculated using rest-frame emission frequencies of 1900.539 and 576.267 931 GHz for the [C II] and CO lines, respectively. The solid
magenta and green lines denote the joint fit model line profile at the best-fitting redshift values for the [C II] and CO (J = 5 → 4) lines, respectively.
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If there is a still better cosmology finding it might be 
aided by clues in the rich phenomenology of galaxies.

NGC 1200 NASA
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ΛCDM is rightly celebrated for its promise as a basis for galaxy formation 
theory. Indeed, ΛCDM is not inconsistent with many properties of galaxies, 
though this necessarily depends on adjustments of baryon physics parameters.  

But there are properties of galaxies that seem particularly challenging to 
LCDM even with due attention to the complexities of the baryon physics.

Here is an example.

figures from Simon White’s lecture at the 
conference, Galaxy Formation, Durham, 2011
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M 101 NASA/ESA
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NGC 253 Star Shadows Remote Observatory
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NGC 4013; R. Jay GaBany et 
al. 2009

 
Thin disk galaxies have 
stellar halos and streams 
characteristic of growth by 
mergers of star clusters, but 
that added a only few 
percent to the stellar mass. 
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Guedes et al. present an impressively 
good simulation of a spiral galaxy in 
ΛCDM, but I think it has a classical 
bulge, like M31 or M81, with B/D~0.3.

1. The Milky Way pseudobulge has 
significant rotational support, J/Jc ~ 1. 

2. The distribution of J/Jc in the MW 
stellar halo is closer to zero, but the halo 
has just a few percent of the luminosity.

10 kpc

z = 4

z = 3

z = 2

z = 1.5

z = 1

z = 0.5

z = 0 

4

2

-4

-2

0

z [k
p

c]

4

2

-4

-2

0

z [k
p

c]

x [kpc] x [kpc]
420-2-4 420-2-4

4

2

-4

-2

0

z [k
p

c]

4

2

-4

-2

0

z [k
p

c]
4

2

-4

-2

0

z [k
p

c]

4

2

-4

-2

0

z [k
p

c]

4

2

-4

-2

0

z [k
p

c]

4

2

-4

-2

0

y
 [

k
p

c]

4

2

-4

-2

0

y
 [

k
p

c]

4

2

-4

-2

0

y
 [

k
p

c]

4

2

-4

-2

0

y
 [

k
p

c]

4

2

-4

-2

0

y
 [

k
p

c]

4

2

-4

-2

0y
 [

k
p

c]

Galaxy            Inner 5 kpc
4

2

-4

-2

0

y
 [

k
p

c]

M81

Monday, April 1, 2013



AQUARIUS pure DM 
halos of L* galaxies 
(Springel et al.  2008)

Images by Jie Wang, 
Durham, in 
collaboration with Adi 
Nusser, Technion..

The grey scale shows 
particles at r200 > r > 
7 kpc at z = 0.

Overplotted in black 
are particles at 3 < r < 
7 kpc at z = 0.

Overplotted in yellow 
are particles at 
r < 3 kpc at z = 0.

At least half present-
day mass in stars had 
formed at z = 1. 

If these stars formed 
in the yellow or red 
regions they have to 
have strongly avoided 
the present-day thin 
disk galaxies that are 
so common in  our 
neighborhood. 
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                                     The Challenge

1. ΛCDM indicates considerable merging of dark matter clumps at      
redshifts 1<z<3. 
 
2.  At 1<z<3 star formation was rapid. Where would these stars have 
formed? Surely in the clumps, despite the complexities of baryons.

3. Elliptical galaxies seem to be natural products of merging of starry 
(dry) clumps.  This is a Good Thing. 

4. But thin disk galaxies, common nearby, had to have grown by 
accretion of clumps that contained few stars, because the stars 
would end up in classical bulges or stellar halos. 

5. How could the rapid star formation at 1<z<3 have been confined 
to the  clumps that were going to merge to make ellipticals, and 
avoid the clumps that were going to flow onto thin disk spirals? 
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The ΛCDM-based galaxy formation theory is rightly celebrated

for its promise.

Is it now predictive enough to add to the tests of ΛCDM?

Conclusions

• The case for ΛCDM at z <∼ 10
10

is about as good as it gets

in natural science. I am amazed.

• The case for the ΛCDM-based galaxy formation theory is

mixed, but this fluid situation is observationally-driven.

• The simple ΛCDM model for the dark sector is a default,

pending tighter tests.

• Inflation rests on elegant ideas that may be buttressed by

observations in progress.

Hoyle: “I simply cannot accept so many coincidences.

There may be one accident—one criminal in the list—

but it is unlikely there is more than one.”

Milgrom (1983)

postulates the

gravitational accel-

eration of baryonic

mass Mb is

(1) a =
GMb

r2
if a � ao,

and

a =

√
GMbao
r

if a � ao,

so the velocity Vf of

stars in circular or-

bits well away from

Mb is

V 4
f = GaoMb.

1

or, according to skeptics,
depending on the situation,

or, according to skeptics,
depending on the situation,

. . .
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Milky Way; stellar evolution ages

HST Ho

CMB decoupling: BAO, big l polarization

galaxy BAO

Ly α D/H

Ly α forest BAO

CMB intensity spectrum

galaxies, IGM
light cones

CMB reionization: BAO, small-l polarization

BBNS
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The de Vaucouleurs (1953)
 Local Supercluster
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An Illustration of the Shaver–Pierre (1989, 1991) Effect

The 13 clusters of galaxies at R < 80
Mpc are close to the plane defined by
the galaxies at R < 8 Mpc.

The 13 most luminous galaxies at 60 µ
and R < 80 Mpc are little correlated
with the plane of galaxies at R < 8 Mpc.

D = 80 Mpc

8 Mpc
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An Illustration of the Shaver–Pierre (1989, 1991) Effect

The 13 clusters of galaxies at R < 80
Mpc are close to the plane defined by
the galaxies at R < 8 Mpc.

The 13 most luminous galaxies at 60 µ
and R < 80 Mpc are little correlated
with the plane of galaxies at R < 8 Mpc.

D = 80 Mpc

8 Mpc

or, according to skeptics,
depending on the situation,

According to conventional astronomical views the similarity of the numbers are
coincidental. Such views seem to me to arise out of ignorance. I simply cannot
accept so many coincidences. There may be one accident—one criminal in the
list—but it is unlikely there is more than one.

Thursday, March 14, 2013
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log Mb = 3.93 log Vf + 1.80

M∗ > Mg

M∗ < Mg

Trachternach et al.

Baryonic Tully-Fisher Relation

Stark, McGaugh, & Swaters (2009 AJ, 138, 392)

Bell03 diet Salpeter IMF

The Astronomical Journal, 143:57 (14pp), 2012 March Kunder et al.

Figure 11. Velocity dispersion profile (bottom) and rotation curve (top) for
the b = −4◦, −6◦, and −8◦ strips. The filled symbols indicate data already
published and the open symbols indicate the data presented here.
(A color version of this figure is available in the online journal.)

The turnover seen in the rotation curve at b = −4◦ is not evident
at b = −6◦ or b = −8◦.

Additionally, in Figure 12, the BRAVA fields extending past
the main body of the bulge at l >10◦ are plotted. These
observations lie outside the high surface brightness boundary
of the COBE bulge and can be used to examine the extent of
the bar/bulge and to look for signs of disk contamination. The
full length of the bar is thought to be on the order of 3–4 kpc
(Hammersley et al. 2000; Bissantz & Gerhard 2002; Cabrera-
Lavers et al. 2007) and since the bar’s pattern speed is relatively
rapid, it effectively “controls” the region in which it lives. At
the distance of the Galactic center (7.9 kpc), 4 kpc at the bar
angle of ∼20 deg corresponds to ±l ∼16◦. Indeed, the fields at
l >15◦ show a drop in velocity dispersion as well as a higher
mean velocity, which is due presumably to the presence of the
inner disk component in these fields. Figure 12 also shows the
observations from a sample of 373 PNe (Beaulieu et al. 2000);
the BRAVA data confirm the rotation seen by the PNe at |l| >
12◦, as well as a drop in the velocity dispersion in these fields.
The region covered in the Beaulieu et al. (2000) data is −20◦ <
l < 20◦ and −5◦ > b > −10◦. Observations at |l| > 12◦ place
important constraints for Galactic bulge theoretical models and
predictions, such as the bar angle (Martinez-Valpuesta 2011,
private communication).

The galactocentric velocity distributions of the new bulge
fields are now presented in Figure 13. As with Paper I, a
bin width of 25 km s−1 is used, driven by the approximate
dispersion expected for cold components like a dissolving
cluster or dwarf galaxy (∼10 km s−1). Simulations by Reitzel
et al. (2007) show that with the number of stars we have in

Figure 12. Velocity dispersion profile (bottom) and rotation curve (top) for all
the b = −4◦ fields. The open symbols indicate data already published and the
filled symbols indicate the data presented here. Overplotted is data from bulge
PNe from Beaulieu et al. (2000), as well as the predictions of the Shen et al.
(2010) model.
(A color version of this figure is available in the online journal.)

Figure 13. Presentation of all bulge field galactocentric velocity distributions.
Overlaid on each plot is a Gaussian derived from the field statistics.

9

BRAVA, 2012
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