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ABSTRACT

Due to the unprecedented astrometric quality of the
Hipparcos Catalogue, presently available astrometric
catalogues cannot be used to independently assess its
statistical properties. However, a relatively inexpen-
sive way to address systematic errors at the sub-mas
level is to intercompare the FAST and NDAC results
before their merging. Moreover, by means of an em-
pirical covariance analysis it is possible to study the
presence of residual signals in the Hipparcos sphere
solution. This papers presents some results of these
investigations.
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1. SYSTEMATIC ERRORS ANALYSIS

1.1. Catalogue-to-Catalogue Reduction

Prior to this analysis, the FAST and NDAC cata-
logues have been put onto the same reference system
(H30, i.e. approximately FK5). Then, the method of
in�nitely overlapping circles (IOC) has been used to
analyse the high angular frequency systematics, fol-
lowing the prescriptions of a similar study performed
on the FAST/NDAC 30-month solutions (Kovalevsky
et al. 1995). The IOC procedure (Bucciarelli et al.
1994 and references therein), brie
y consists of a gen-
eralized moving mean algorithm used to �nd an op-
timal weight for each star in order to evaluate the
local systematic di�erences between two di�erent cat-
alogues. For each star, the formula to compute such
weight reads:
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where r is the radius at which the correlation is prac-
tically dropping to zero, and � is the distance between
the central star and the star being weighted. By us-
ing such a de�nition of statistical weight, which does
include the central star, one naturally generates con-
tinuous systematic di�erences, while still treating the
random part of the individual residuals in a statisti-
cally correct way, i.e. the formal expectation of the
random part is still zero.

The radius of the small circle has been set to 2 de-
grees, giving an average of about 30 stars per IOC
circle. This choice was driven by the request that
the in
uence of random errors be minimized, while
still probing small scale systematics. This instance
is crucial, since the random error of the astrometric
parameters is of the same order of magnitude, and
even larger, than the systematic e�ects under inves-
tigation. This technique has been applied to all �ve
astrometric parameters as a function of position on
the celestial sphere. The data have been binned in 90
longitude wedges and 2-degree wide latitude strips.
As expected, the values are small, typically of the or-
der of, or smaller then, 0:1 mas. Figures 1(a), (b) and
(c) show the graphs obtained as a function of ecliptic
latitude. The reason for the large discrepancy in one
bin of Figure 1(a) has not been further investigated,
and is most likely due to an object mismatch.

1.2. Testing the Empirical Distribution Functions

Once the residual systematics have been removed
from either one of the two catalogues, we have com-
puted the empirical distribution function of the nor-
malized di�erences between FAST and NDAC, and
compared it to the theoretical one, as explained be-
low.

In right ascension the test statistic is (and analo-
gously for any of the other astrometric parameters):
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where m2(�n) is the variance of the NDAC right as-
cension, M2(�f ) the variance of the FAST right as-
cension and �n;f their correlation coe�cient. The
quantity ��f;n is the catalogue-to-catalogue system-
atic di�erence derived with the IOC averaging tech-
nique. The predicted distribution for �� (or any of
the other astrometric parameters) is a folded Gaus-
sian with a mean of 0.798 and a rms of 0.603. The
actual values of the �rst two moments of the distri-
butions are in good agreement with the theoretical
expectations. Note that the distribution of � is de-
generate for the case of complete overlap between the
two catalogues. However, we used a correlation coef-
�cent of 0:79, a reduction of about 15 per cent with
respect to its estimated nominal value (� 0.9), to
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Figure 1. Diagrams (a), (b), and (c) are plots of the systematic di�erences between FAST and NDAC as a function of

ecliptic latitude; graphs (d), (e), and (f) show the empirical distribution functions of the � statistic against the theoretical

(dashed lines) ones, for a catalogue-to-catalogue correlation coe�cient of 0.79 (solid and dotted lines refer to longitude

and latitude respectively when either position or proper motion components are combined).

obtain the results discussed below. Part of the foun-
dation for such a diminishment of the catalogue-wise
correlation coe�cient lies in the di�erent processing
paths adopted by the two consortia, which di�eren-
tiate the catalogues more than what the number of
common observations would suggest, thereby lifting
(in practice) the apparent `degeneracy' of the prob-
lem.

Figures 1(d), (e) and (f) show the empirical distribu-
tion functions ��, ��, ���cos�, ��� , and �� and their
theoretical counterparts. Dashed lines are used for
the theoretical curves, while dotted and solid lines
represent the observed ones. Mean and standard de-
viation values of the empirical distributions are re-
ported in Table 1.

In all cases a relatively small number of `outliers'
(� 3 per cent or less) were found, which have not
been taken into account in the calculation of the ex-
pectation values. The presence of these outliers is
usually explained as a discrepancy between the ac-
tual di�erences and the formal errors listed in the
catalogues.

In conclusion, this analysis shows that the level of
(internal) residual systematics is at the level of, or
smaller than, that expected from pre-launch esti-
mates. Also, the formal errors, as tested by the �

Table 1. Sample mean values and standard devations for

the empirical distribution functions. The theoretical val-

ues are 0.798 and 0.603 respectively.

Statistic Mean value Standard deviation

� 0.769 0.565

� 762 0.561

��cos� 0.808 0.588

�� 0.798 0.581

� 0.759 0.560

distributions, appear to have a high degree of consis-
tency with statistical theory.

2. EMPIRICAL COVARIANCE ANALYSIS

Following the prescriptions of Sans�o (1990), the fol-
lowing analysis has been carried out on the 37-
months, non-iterated, FAST sphere solution. Let �
represent the adjustment to the astrometric parame-
ter of a generic star S output of the Hipparcos sphere
solution. To study the statistical properties of this so-
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Figure 2. Surface plots of the empirical covariance as computed for a pseudo-random variate (a), and for ��cos� (b),

���� (c), and �� (d)

lution one can apply a continuous (empirical) covari-
ance analysis to model the correlations of a chosen
stellar parameter as function of, e.g. ecliptic latitude
(�). If such function exists, then �(�) must be peri-
odic of period 2�, i.e:

�(�) = C�� +

1X
n=1

(Cn� cos(n�) + Sn� sin(n�))
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after some calculations one obtains:
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Equation 2 is the covariance function to be estimated;
in practice, the series must be truncated to a suitable
N (e.g. N = 30). From Fourier theory, the following
expressions hold for coe�cients Cn� and Sn�:
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To compute such coe�cients, the integrals in Equa-
tiona 3 and 4 must be discretized as:

Ĉn� =
1

�

MX
i=1

�oss(�i)�i cos(n�i) (5)

where M is the total number of stars, �oss is the vec-
tor of least-squares estimates of the adjustments to

the stars' positions, and �i represents the �nite in-
tegration step, which depends on the actual stellar

distribution. Analogous formula holds for Ŝn�. After
computing the Fourier coe�cients, one has to accept
them as signi�canlty di�erent from 0. To test their
signi�cance, let us proceed as follows. Let us write:

�oss(�) = �(�) + � (6)

where � is a purely random noise error component,
from Equation 5 one obtains:
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An estimate of �2� is calculated from (6) and (2),
noticing that C��(�� = 0) = �2(�), as:

�̂�
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where �̂2(�oss) comes from the least-squares solution.

If the expectation value of Ĉn� is equal to zero,
then the Central Limit Theorem states that variable
Ĉn�=�(Ĉn�) has a standard probability distribution.
Then a 95 per cent level con�dence interval has been

used to test the hypothesis that Ĉn� is not di�erent
from zero. Proceeding in such a way for each coe�-
cient included in the Fourier series we have computed
C��(��) from Equation 2, retaining only those coef-
�cients that have resulted signi�cantly di�erent from
zero. Finally, the estimated covariance was normal-
ized by dividing it by the mean square error of the
pertinent �.
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This method has been applied to the 37-months, non-
iterated, FAST sphere solution obtained using only
primary, i.e. single, well-behaved, stars, for a total
of 42 035 stars, and for di�erent declination strips.
Since the number of stars per declination strip is ob-
viously critical to the computation of the Fourier co-
e�cients, we have divided the sphere in 15 equal-area
latitude strips to obtain statistical samples of com-
parable sizes. The sampling of the empirical covari-
ance was chosen to be �� � 30�, which corresponds
approximately to half the basic angle de�ned by the
Hipparcos complex mirror. In order to check the soft-
ware, a set of adjustments to the real stellar distri-
bution was simulated using pseudo-random numbers.
When the same covariance analysis is applied to this
sythetic solution, the covariance terms turn out to be
practically zero, as shown in Figure 2(a).

Figures 2(b), (c), and (d) are surface plots
of the functions C������(��), C������(��), and
C����(��) respectively (the latitude components ex-
hibit similar behaviours). It can be seen that there is
no signi�cant correlation term in position, and that
the correlation of parallax is negligible; on the con-
trary, the correlation surface of the proper motion
parameter shows a more de�nite pattern, which de-
serves further investigation.
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