
287
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ABSTRACT

One of the main uses of the Hipparcos astrometric
parameters is the calibration of stellar luminosities
against colour indices. The high quality of Hippar-
cos parameters would however be useless if selection
biases were not taken into account.

Using parametrical probability density functions, a
maximum likelihood algorithm has been developed.
It takes into account limiting magnitude or limiting
parallax in order to compute unbiased estimates of
various parameters: absolute magnitude (as a func-
tion of colour indices, metallicity, v sin i), galactic
scale height, and �rst- and second-order moment of
the velocity ellipsoid. As a by-product, improved es-
timates of distances can be obtained.

A multi-platform, tcl/tk based user interface has
been built which allows to determine the relevant
parameters using Hipparcos data. The algorithm is
described, together with the adopted parametrical
models, and several applications are given.
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1. INTRODUCTION

The Hipparcos data will give a considerable insight
into the physical stellar properties as well as into the
spatial or kinematical properties of stellar popula-
tions.

These properties may be described by a model
through the use of parametrical probability density
functions (pdf) where the parameters � to be esti-
mated are:

� the absolute magnitude as a linear function of
colour indices, and its dispersion,

� the galactic scale height hZ , scale length hR,

� the moments of the velocity ellipsoid (U; V ;W ),
(�

UU
; �

V V
; �

WW
; �
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; �

UW
; �

VW
),

�Based on observations made with ESA Hipparcos satellite.

� the zero-point and unit-weight error of observed
parallaxes.

These parameters are estimated using all the avail-
able observations O: astrometry (position, parallax,
proper motion), photometry, colour indices, rota-
tional velocity,...

However, the estimated parameters can be biased,
due to truncations of the distributions of some of the
observables O: selection in apparent magnitude, ob-
served parallax �H (or alternatively of relative paral-
lax error), proper motion, etc. In order to derive un-
biased estimates of the parameters, selection e�ects
must then be taken into account.

The method which has been adopted is similar to
those of Ratnatunga & Casertano (1991) or Luri et
al. (1996).

2. THE METHOD

The conditional probability g(Oj�) to observe the
quantities O measured for a given star, given the
parameters �, may be written conditionally to the
distance or parallax:

g(Oj�) =

Z +1

0

h(Oj�;�)p(�)d� (1)

The pdf h can be expressed as a product of indepen-
dent functions:

h(Oj�;�) = p1(�Hj�;�):p2(mj�;�):
p3(���; ��; VRj�;�):p4(l; bj�;�) (2)

so that all the available information can be taken into
account in one of the pdf.

In a �rst step, the correlations between astromet-
ric parameter errors, as given in the Hipparcos Cat-
alogue, have been neglected. A more appropriate
method would use a conditional multidimensional
Gaussian:

G(�H; �H; �H; ���H; ��Hj�; l; b; ���; ��) (3)

2.1. Adopted Models

Although all observables and parameters are men-
tioned in Equation 2, at least one of the pi is needed,
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if no other information is available. Up to now, the
assumed models are the following:

� a Gaussian for p1, the parameters being the zero-
point of the parallaxes and their unit-weight er-
ror;

� a Gaussian in absolute magnitude for p2, the
unknowns being the mean absolute magnitude
and the coe�cients of the various photometric
indices, together with the dispersion in abso-
lute magnitude; the interstellar extinction is ac-
counted for either using photometric calibrations
or with a tridimensional calibration (Arenou et
al. 1992);

� a Gaussian velocity ellipsoid is assumed for p3,
where the mean velocity components, together
with the 6 second-order moments may be deter-
mined;

� an exponential or cosecant law, with an un-
known scale height, or simply 1

�4
, for the pdf

p4(bj�)p(�). This is based on the assumption
of an uniform distribution of the stars in the
galactic plane, so that f(X;Y; Z) / f(Z) /
p4(bj�)p(�).

Where appropriate, these pdf take into account a pos-
sible selection bias on an observable o (e.g. �H, mH,
���H or ��H), through the use of an appropriate nor-
malisation:

pj(oj�;�) =

�����
qj (oj�;�)R

o+

o
�

qj(oj�;�)do
if o 2 [o�; o+]

0 otherwise.
(4)

Whereas the selection in apparent magnitude is un-
avoidable, there is no reason to select stars on the
basis of the observed parallax or of their relative par-
allax error. Even small and negative parallaxes may
be used: although their weight is smaller than the
weight of nearby stars, their contribution is not neg-
ligible.

2.2. Fit of Parameters

Instead of using g(Oj�), the method has been applied
to the conditional probability of observing �H given
the other observables and parameters, so that the
normalisation factor which appears in p4 vanishes:

f(�HjO;�) =
g(Oj�)R +1

�1
g(Oj�)d�H

(5)

The unknown parameters are then found numerically
by maximum likelihood. Their formal errors and cor-
relations are obtained with the inverse of the Fisher
information matrix. The residual between the ob-
served and the `predicted' parallax

�i = �Hi �

Z +1

�1

�Hf(�HjO;�)d�H (6)

is computed, together with its formal error. Using
simulations, a con�dence interval for �=�� is esti-
mated, so that outliers (i.e. normalised residuals out-
side of the con�dence interval) in the studied sample
are found and rejected.

2.3. Estimation of the True Parallax

Once the calibration has been done, an estimate of
the parallax, or alternatively the distance, of each
star may be obtained. This may be of interest for
distant stars where the observed parallax is too un-
certain. One estimate of distance is its a posteriori

expectation, which however depends on the proper-
ties of the used sample:

br = E[
1

�
jO;�] =

R +1
0

1
�
h(Oj�;�)p(�)d�R +1

0
h(Oj�;�)p(�)d�

(7)

with associated variance

V (
1

�
jO;�) =

R +1
0

( 1
�
� br)2h(Oj�;�)p(�)d�R +1

0
h(Oj�;�)p(�)d�

(8)

2.4. User Interface

Since many observables, parameters and density laws
may be chosen, the con�guration of this program
could be rather complicated. In order to ease the
con�guration, a graphical user interface (GUI) has
been built (Figure 1). Written in Tcl/Tk, the GUI
may be used with few (if any) changes on the major
operating systems: Windows, Macintosh, Unix.

After having selected the input data �le, the user
can de�ne the name of the observable in each �eld,
together with its physical units and the upper and
lower limit of a possible truncation. The presence
of one or several given observables allow to choose
a calibration model, which in turn depends on one
or several parameters. The user can either consider
the parameter as a constant, giving its value, or can
to determine its value using the maximum likelihood
program.

3. APPLICATIONS

Two di�erent examples of application are presented
below, the �rst concerning a check of Hipparcos par-
allaxes, and the second is related to the calibration
of the absolute magnitude.

3.1. The Zero-point of the Hipparcos Parallaxes

The described method has been applied to the Hip-
parcos data after 30 months of mission (Arenou
1995), then to the �nal Hipparcos Catalogue (Are-
nou et al. 1997). This application was intended to
verify the accuracy and precision of the Hipparcos
parallaxes.
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Figure 1. The user interface to the calibration program.

For this purpose, a sample of distant stars was de-
�ned using a selection in distance modulus, where the
absolute magnitude and interstellar extinction were
obtained through the use of uvby� photometric cali-
brations. Distant stars were needed since in this case
the trigonometric parallax re
ects merely its mea-
surement error, whereas a possible zero-point error
of the ground-based absolute magnitudes has a very
small e�ect on the photometric parallaxes.

Two unknowns were searched for: the zero-point of
Hipparcos parallaxes and their unit-weight error. In
both cases they were found to be not signi�cantly dif-
ferent from the expected values, 0 and 1 respectively
(Arenou et al. 1997).

3.2. Corrections to the uvby� Absolute
Magnitudes

The program has been applied to a sample of A3-A9
luminosity class V stars. All suspected binaries have
been excluded. The sample is considered complete up
to m = 7:9 mag, from which all stars having uvby�
photometry were kept. The photometry was found in
an updated version of Hauck and Mermilliod (1990)
Catalogue.

Our purpose was to check whether the absolute mag-
nitude calibration for late A type stars by Crawford

(1979) needed or not to be revised. His calibration is
MV =MZAMS(�)� 9�c0.

In order to �nd whether the zero-point was biased
or not, the photometric distance moduli was used
and a correction �M was calibrated against �. No
extinction model has been applied since individual
reddening was computed using Crawford calibration.
A correction �M = :08� 1:24(�� 2:8)� :04 has been
found.
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