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Galaxy Growth in the Cosmic Web

dark matter halos form out 

of initial density perturbations


galaxies assemble their mass 

via accretion and mergers 

along cosmic web


stars form out of cooled accreted gas

Illustris Simulation: dark matter                    gas density

10 M
pc



star formation regulated by 

gas inflows/outflows/feedback


- stellar and SN feedback 
(important at low mass)


- active galactic nuclei feedback 
(important at high mass)


- virial heating in massive halos

Galaxy Growth in the Cosmic Web

Illustris Simulation: dark matter                    gas velocity

10 M
pc



galaxy structure (size, bulge/disk)

        ~ assembly + SF history 


smooth accretion 

 = high angular momentum, large disk 


violent mergers/instabilities

 = angular momentum loss, 

    bulge formation; 

    correlated with black hole growth


environment/local density of galaxies:  

   increased merger activity; 

   destruction of low mass galaxies

Galaxy Growth in the Cosmic Web

EAGLE simulation



the peak of galaxy assembly @ 1<  z < 6
[1] what we (think) we know ..  

• ~75% of universe’s stars formed between 1 < z < 6

• global star-formation well-behaved; linked to gas supply

• shut down of star-formation (“quenching”) begins z~2-3; 

linked to galaxy structure and stellar mass


[2] what know we don’t know (and JWST will tell us)  
• how much dust-enshrouded star-formation at z > 3? 

• what are we missing?  red galaxies - dusty and/or old

• galaxy structures at z>3 ? mergers?

• the evolution of metal enrichment

• what is the role of (dusty) AGN in galaxy assembly?

• what is the role of environment ? 
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Cosmic Stellar Mass Density v. time

compilation from Madau & Dickinson 2014

AA52CH10-Madau ARI 4 August 2014 10:30
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Figure 11
The evolution of the stellar mass density. The data points with symbols are given in Table 2. The solid line
shows the global stellar mass density obtained by integrating the best-fit instantaneous star-formation rate
density ψ(z) (Equations 2 and 15) with a return fraction R = 0.27.

When needed, we have scaled from a Chabrier IMF to a Salpeter IMF by multiplying the
stellar masses by a factor of 1.64 (Figure 4). At high redshift, authors often extrapolate their
SMFs beyond the observed range by fitting a Schechter function. Stellar mass completeness at
any given redshift is rarely as well defined as luminosity completeness, given the broad range of
M/L values that galaxies can exhibit. Unlike the LFs used for the SFRD calculations where we have
tried to impose a consistent faint luminosity limit (relative to L∗) for integration, in most cases we
have simply accepted whatever low-mass limits or integral values that the various authors reported.
Many authors found that the characteristic mass M ∗ appears to change little for 0 < z < 3 (e.g.,
Fontana et al. 2006, Ilbert et al. 2013) and is roughly 1011 M⊙ (Salpeter). Therefore, a low-mass
integration limit similar to that which we used for the LFs (Lmin = 0.03 L∗) would correspond
to M min ≈ 109.5 M⊙ in that redshift range. A common but by no means universal low-mass
integration limit used in the literature is 108 M ⊙. Generally, SMFs have flatter low-mass slopes
than do UVLFs (and sometimes IRLFs), so the lower-mass limit makes less difference to the
SMDs than it does to the SFRDs.

Our model predicts an SMD that is somewhat high (∼0.2 dex on average, or 60%) compared
with many, but not all, of the data at 0 < z ! 3. At 0.2 < z < 2, our model matches the SMD
measurements for the Spitzer IRAC-selected sample of Arnouts et al. (2007), but several other
modern measurements in this redshift range from COSMOS (Pozzetti et al. 2010, Ilbert et al.
2013, Muzzin et al. 2013) fall below our curve. Carried down to z = 0, our model is somewhat
high compared with several, but not all (Gallazzi et al. 2008), local estimates of the SMD (e.g.,
Cole et al. 2001, Baldry et al. 2008, Li & White 2009).

Several previous analyses (Hopkins & Beacom 2006, but see the erratum; Hopkins & Beacom
2008; Wilkins et al. 2008a) have found that the instantaneous SFH overpredicts the SMD by
larger factors, up to 0.6 dex at redshift 3. We find little evidence for such significant discrepancies,
although there does appear to be a net offset over a broad redshift range. Although smaller, a ∼60%
effect should not be disregarded. One can imagine several possible causes for this discrepancy; we
consider several of them here.

SFRs may be overestimated, particularly at high redshift during the peak era of galaxy growth.
For UV-based measurements, a likely culprit may be the luminosity-weighted dust corrections,
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Cosmic Star-Formation Rate v. time

AA52CH10-Madau ARI 4 August 2014 10:30

brighter limit, which more closely represents the sample of galaxies actually observed in the study,
is significantly larger than for the extrapolation—nearly two times larger for the Reddy & Steidel
(2009) samples and by a lesser factor for the more distant objects from Bouwens et al. (2012a). In
our analysis of the SFRDs, we have adopted the mean extinction factors inferred by each survey
to correct the corresponding FUV luminosity densities.

Adopting a different approach, Burgarella et al. (2013) measured total UV attenuation from
the ratio of FIR to observed (uncorrected) FUV luminosity densities (Figure 8) as a function of
redshift, using FUVLFs from Cucciati et al. (2012) and Herschel FIRLFs from Gruppioni et al.
(2013). At z < 2, these estimates agree reasonably well with the measurements inferred from the
UV slope or from SED fitting. At z > 2, the FIR/FUV estimates have large uncertainties owing to
the similarly large uncertainties required to extrapolate the observed FIRLFs to a total luminosity
density. The values are larger than those for the UV-selected surveys, particularly when compared
with the UV values extrapolated to very faint luminosities. Although galaxies with lower SFRs may
have reduced extinction, purely UV-selected samples at high redshift may also be biased against
dusty star-forming galaxies. As we noted above, a robust census for star-forming galaxies at z ≫ 2
selected on the basis of dust emission alone does not exist, owing to the sensitivity limits of past
and present FIR and submillimeter observatories. Accordingly, the total amount of star formation
that is missed from UV surveys at such high redshifts remains uncertain.

Figure 9 shows the cosmic SFH from UV and IR data following the above prescriptions as
well as the best-fitting function

ψ(z) = 0.015
(1 + z)2.7

1 + [(1 + z)/2.9]5.6 M⊙ year−1 Mpc−3. (15)
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Figure 9
The history of cosmic star formation from (a) FUV, (b) IR, and (c) FUV+IR rest-frame measurements. The data points with symbols
are given in Table 1. All UV luminosities have been converted to instantaneous SFR densities using the factor KFUV = 1.15 × 10−28

(see Equation 10), valid for a Salpeter IMF. FIR luminosities (8–1,000 µm) have been converted to instantaneous SFRs using the factor
KIR = 4.5 × 10−44 (see Equation 11), also valid for a Salpeter IMF. The solid curve in the three panels plots the best-fit SFR density in
Equation 15. Abbreviations: FIR, far-infrared; FUV, far-UV; IMF, initial mass function; IR, infrared; SFR, star-formation rate.
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peak of cosmic SFR @ z~1-3
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Fig. 1.—SFR vs. for 2905 galaxies in the Extended Groth Strip, in the range where the data are 180% complete; see § 2. The dotted vertical line marksM M∗ ∗
195% completeness. Filled blue circles: Combined SFRs from MIPS 24 mm and DEEP2 emission lines. Open blue circles: No 24 mm detection, blue U! B
colors, SFR from extinction-corrected emission lines. Green plus signs: Same as open blue circles, but red colors, mostly LINER/AGN candidates (§ 3).U! B
Orange downward arrows: No robust detection of f(24 mm) or emission lines; conservative SFR upper limits shown. There is a distinct sequence formed by
fiducial SF galaxies (open and filled circles); galaxies with little or no SF lie below this sequence. Red circles show the median of in mass bins oflog (SFR)
0.15 dex for MS galaxies (blue circles). Red lines include 34% of the MS galaxies above and 34% below the median of , !1 j in the case of a normallog (SFR)
distribution. Horizontal black dashed line: SFR corresponding to the 24 mm 80% completeness limit at the center of each z bin; 24 mm–detected galaxies above
the magenta dot-dashed line are LIRGs (§ 4.2).

(2005), using Chary & Elbaz (2001) SED templates; using
templates from Dale & Helou (2002) yields no significant dif-
ferences. We then add to the 24 mm–based SFR the SFR es-
timated from DEEP2 emission lines (Ha, Hb, or [O ii] l3727,
depending on z) with no extinction correction, to account for
SF from unobscured regions. This approach is similar to that
employed by Bell et al. (2005); utilizing rest-frame UV con-
tinuum SFRs (as they did) in place of emission-line fluxes
yields consistent results. Galaxies below the 24 mm detection
limit are not dominated by highly extincted SF; for these, we
use extinction-corrected SFRs from emission lines; these can
probe to roughly 10 times lower SFRs than the 24 mm data
and are slightly more sensitive at high z and cover a larger
area than GALEX data. Emission-line luminosities (as calcu-
lated in Weiner et al. 2006) were transformed to an Ha lu-
minosity using average line ratios measured from DEEP2 data
( , ; B. J. Weiner 2006, pri-Hb/Ha p 0.198 [O ii]/Ha p 0.69
vate communication) and transformed to the SFRs using the
Ha calibration of Kennicutt (1998). The DEEP2 Hb/Ha ratio
corresponds to an extinction of 1.30 mag at Ha assuming case
B recombination, which was applied to correct the emission-
line SFRs. We use fixed rather than -dependent line ratiosMH
(à la Weiner et al.), because these predict extinction-corrected
SFRs slightly in excess of the 24 mm–derived SFRs for high-
mass galaxies. Our simple but robust approach yields results
in good agreement with SFRs derived from GALEX data,
extinction-corrected based on UV spectral slopes.
For objects with both mJy and emission-line signal-f ! 6024 mm

to-noise ratio (S/N) !2, we estimate a 2 j upper limit on SFRs
from the most sensitive emission line available, by adding 2 j
to the measured uncertain SFR, or, for nondetections, to the limit
of –detectable emission-line SFRs at the galaxy’s red-S/N 1 2
shift. We again apply for extinction corrections, cer-A p 1.30Ha

tainly an overestimate since extinction is lower in more weakly
star-forming galaxies (Hopkins et al. 2001).
We have performed a suite of tests of these SF estimates,

finding that adopting different SFR tracers changes resultsmod-
erately (K. G. Noeske et al. 2007, in preparation); qualitative
results are unaffected. Random errors in our 24 mm–based SFRs
are !0.1 dex from photometry and ∼0.15 dex from scatter in
the f(24 mm) to L(IR) conversion (see Marcillac et al. 2006),
yet total random errors are expected to be 0.3–0.4 dex (see
Bell et al. 2005). For extinction-corrected emission-line SFRs,

random errors are ∼0.35 dex, including scatter about the as-
sumed mean extinction.

3. RESULTS

Figure 1 shows the SFR as a function of in four inde-M∗
pendent redshift bins. The following discussion refers only to
the stellar mass range where the sample is 195% complete,
marked by the vertical dotted lines in each redshift bin. We
identify three different categories of galaxies:
1. The majority of galaxies show clear signs of SF, either

robust 24 mm detections or, at lower , blue colors and emis-M∗
sion lines (blue symbols in Fig. 1). Quantitative HST mor-
phologies (Gini/M20: Lotz et al. 2007; CAS: Conselice 2003)
classify !25% of these galaxies as early types (E, S0, Sa), and
"90% show visual signs of SF such as blue regions and dust
lanes. Most of them lie on the “blue cloud” (e.g., Willmer et
al. 2006), although some of the massive ones are red, likely
dusty, star-forming galaxies (Bell et al. 2005). This category
(blue symbols in Fig. 1) comprises 67%(56%) of the sample
at z !(1) 0.7 in the range where the sample is complete.M∗
2. Clearly separated are galaxies without robust 24 mm

(160 mJy) or emission-line ( ) detections (orange arrowsS/N 1 2
in Fig. 1). The upper limits on their SFRs are conservatively
high (§ 2), such that the true separation between the sequence
and the other galaxies is likely larger than it appears here.
Almost all (195%) of these galaxies are on the red sequence,
and"90%(80%) at z !(1) 0.7 have early-type quantitativemor-
phologies including early-type mergers, while "90% at z 1

have early-type visual morphologies with no hints of current0.7
SF. These galaxies contribute 29%(30%) of the sample at
z !(1) 0.7.
3. Scattered below the star-forming sequence are galaxies

with robust emission-line detections but no significant 24 mm
emission, 5%(14%) of the sample at z !(1) 0.7. All of these
galaxies (green plus signs in Fig. 1) are on the red sequence,
and their Ha, Hb emission-line equivalent widths tend to be low
(a few angstroms). Yan et al. (2006) and Weiner et al. (2006)
showed that the bulk of the line emission in red galaxies out to
intermediate redshifts is due to LINER/AGN emission, not SF.
We find that 75% of those galaxies with [O ii] and Hb detections
show LINER-like line ratios, and"55%(70%) at z !(1) 0.7 have
early-type quantitative and visual morphologies that are typical

Star-Formation ~ Stellar Mass @ 0 < z < 6
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Figure 11. SFR–stellar mass relation for the CANDELS galaxy samples. The darker-shaded regions indicate a higher number of individual objects in bins of stellar
mass and SFR. Yellow circles are medians in bins of mass and yellow error bars are their σMAD confidence range (see Table 3). The median SFR of a wider, high-mass
bin is also shown by the dashed black circle. The white hatched regions mark the limit above which completeness effects become negligible. We measure a slope
of ∼0.6 (see Table 4), with no evidence for evolution over the redshift range z ∼ 6 to 4. The purple error bars show the 68% range of errors from the Monte Carlo
simulations described in Section 5.2.1.

that galaxies undergo recurrent and stochastic star formation
that leads to a range of M1500 at a fixed stellar mass (Lee
et al. 2006, 2011). Second, galaxies at a fixed redshift and fixed
stellar mass could exhibit a range of AUV attenuations. In the
second scenario, the observed scatter in the plane of M1500–M⋆

would be largely diminished once we apply corrections for dust-
attenuation. As discussed in the next subsection, the simulations
favor the latter scenario.

The bottom right panel of Figure 10 illustrates an evolutionary
cartoon depicting a model z ∼ 6 object of a given mass that
is evolved forward ≈600 Myr to z ∼ 4. This is done by
assuming an initial stellar mass (108 M⊙), age (∼500 Myr, the
average marginalized age of our entire sample), and zero dust
(AUV = 0). The strength and direction of three different star
formation histories with the Bruzual & Charlot (2003) SPS
code are shown: a constant SFR, a declining SFR (where
Ψ ∼ exp(−t/τ ), with τ = 1 Gyr), or a rising SFR (where
Ψ ∼ tγ using our results derived below from Section 6.2).
As illustrated in Figure 10, only a rising star formation history
naturally evolves galaxies along the median relation between
stellar mass and M1500. Though this simple explanation does
well to explain the UV-faint to UV-bright evolution, it offers
little insight into the fate of the UV-bright galaxies at later
epochs. It remains to be seen if some population of massive,
UV-bright galaxies at z ∼ 6 quench their SFR such that we are
missing a population of massive UV-faint galaxies at z ∼ 4.

5.2. SFR–Stellar Mass Relation

Figure 11 shows the relation between the (dust-corrected)
SFR and the stellar mass, where both parameters are de-
rived from the fully marginalized probability density functions.
Table 3 shows the median and σ scatter of log SFR in bins of stel-
lar mass from Figure 11. We measure a tight SFR–stellar mass
relation (a “main sequence”) for galaxies with log M⋆/M⊙ > 9,
the mass completeness limit (e.g., Duncan et al. 2014). We
explore how our SED fitting process could contribute to the
correlation between SFR and stellar mass in Appendix C. This
main-sequence in the SFR–mass relation has received much
attention in the literature, and its existence implies that stellar
mass and star formation both scale with the star formation his-

tory (Stark et al. 2009; González et al. 2010; Papovich et al.
2011). If true, then it follows that the gas accretion onto dark-
matter halos at higher redshift is smooth when averaged over
large timescales and stellar mass growth at high redshift is not
driven by mergers (Cattaneo et al. 2011; Finlator et al. 2011).
Our results support this picture.

We fit a linear relation to the SFR–stellar mass relation as

log(SFR/M⊙ yr−1) = a log(M⋆/M⊙) + b (6)

where a is the slope of the relation and b is a zero point. The
fitted values for a and b are given in Table 4. We also show the
fitted values for b when the slope is fixed to be a = 1, since the
slope and intercept are often degenerate. We find that the slope
and normalization in the SFR–mass relation shows no indica-
tion for evolution, with slopes of a = 0.54 ± 0.16 at z ∼ 6 and
0.70 ± 0.21 at z ∼ 4. Furthermore, the scatter in SFR at fixed
stellar mass shows no evidence for evolution, with a range of
σ (log SFR/M⊙ yr−1) = 0.2–0.4 dex from the median.

We must consider the possibility that the scatter in SFR at
fixed mass is higher, and we are simply missing galaxies with
low SFR due to incompleteness. We consider this unlikely be-
cause even if star formation ceased in some fraction of the
galaxies, the galaxies would require 0.5–1 Gyr to have their
SFR drop below a detectable threshold in the WFC3 IR data.
These timescales are comparable to the period of time spanned
by our subsamples (i.e., the lookback time between z = 4.5
and 3.5 is only 480 Myr), so it seems unlikely galaxies would
“instantly” move from the observed SFR–mass sequence to un-
detectable values. For example, if such low-SFR objects existed
at z = 4 their progenitors should be seen at z = 5 and 6 as they are
fading, inducing a larger scatter in SFR–stellar mass. This work
finds no evidence for such a population in our sample. Parenthet-
ically, we note that some studies report evidence for massive,
log M⋆/M⊙ > 10.6 dex, quiescent galaxies at z ∼ 3–4, but
this population lies at stellar masses above those in our sample
(Straatman et al. 2014; Muzzin et al. 2013; Spitler et al. 2014).

We note that our SFR–stellar mass relation is tighter than our
M1500–stellar mass relation (Figure 10), and we find that this
can be explained by a correlation between stellar mass and our
derived dust-attenuation (there is no correlation between derived
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SFR per unit stellar mass v. time
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Figure 13
The mean specific star-formation rate (sSFR ≡ SFR/M ∗) for galaxies with estimated stellar masses in the
range 109.4−1010 M⊙. The values are from Daddi et al. (2007) (cyan triangle), Noeske et al. (2007) (blue dots),
Damen et al. (2009) (magenta pentagons), Reddy & Steidel (2009) (red dots), González et al. (2014) (orange
dots), and Stark et al. (2013) ( green squares). The error bars correspond to systematic uncertainties. The
high-redshift points from González et al. (2014) and Stark et al. (2013) have been corrected upward owing to
the effect of optical emission lines on the derived stellar masses, using the “RSF with emission lines” model
of González et al. (2014) and the “fixed Hα EW” model of Stark et al. (2013). The curve shows the
predictions from our best-fit star-formation history.

where ρb = 2.77×1011#b h2 M⊙ Mpc−3. The evolution of the mean metallicity of the Universe, Zb,
predicted by our model SFH is plotted in Figure 14. The global metallicity is Zb ≃ 0.09 (y/Z⊙)
solar at the present epoch (note that this is the same value derived by Madau et al. 1998b). It drops
to Zb ≃ 0.01(y/Z⊙) solar at z = 2.5, i.e., the star-formation activity we believe to have taken
place between the Big Bang and z = 2.5 (2.5 Gyr later) was sufficient to enrich the Universe as
a whole to a metallicity of ∼1% solar (for y ≃ Z⊙). Note that the metal production term yρ∗

(and therefore Zb) depends only weakly on the IMF (at a fixed luminosity density): Salpeter-based
mass-to-light ratios are 1.64 times higher than those based on Chabrier. This is counterbalanced
by Salpeter-based net metal yields that are a factor of ∼2 lower than those based on Chabrier (see
Section 2).

Figure 14 also shows the metallicity of a variety of astrophysical objects at different epochs.
The mass-weighted average stellar metallicity in the local Universe, ⟨Z∗(0)⟩ = (1.04 ± 0.14) Z⊙

(Gallazzi et al. 2008), is plotted together with the metallicity of three different gaseous components
of the distant Universe: (a) galaxy clusters, the largest bound objects for which chemical enrichment
can be thoroughly studied and perhaps the best example in nature of a “closed box”; (b) the damped
Lyα absorption systems that originate in galaxies and dominate the neutral-gas content of the
Universe; and (c) the highly ionized circumgalactic and intergalactic gas that participates in the
cycle of baryons in and out of galaxies in the early Universe.

The iron mass in clusters is several times larger than could have been produced by CC SNe
if stars formed with a standard IMF, a discrepancy that may indicate an IMF in clusters that is
skewed toward high-mass stars (e.g., Portinari et al. 2004) and/or to enhanced iron production by
Type Ia SNe (e.g., Maoz & Gal-Yam 2004). The damped Lyα absorption systems are detected in
absorption (i.e., have no luminosity bias), and their large optical depths at the Lyman limit eliminate
the need for uncertain ionization corrections to deduce metal abundances. Their metallicity is
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SFR/Mstar  (sSFR) normalization evolves strongly with redshift


scatter in SFR-Mstar relation roughly constant with time 

⇒ evolution NOT due to increased starburst (merger) fraction

C. Schreiber et al.: The Herschel view of the dominant mode of galaxy growth from z = 4 to the present day

4.3. Mass evolution of the SFR and varying slope of the main
sequence

It is also worth noting the dependence of the SFR on stellar mass
from Fig. 10. Lowmass bins (M∗ < 3×1010 M⊙) are well fit with
a slope of unity. Many studies have reported different values of
this slope, ranging from 0.4 to unity (Brinchmann et al. 2004;
Noeske et al. 2007; Elbaz et al. 2007; Daddi et al. 2007; San-
tini et al. 2009; Pannella et al. 2009; Rodighiero et al. 2011).
A slope of unity can be interpreted as a signature of the univer-
sality of the star formation process, since it implies a constant
star formation timescale τ ≡ 1/sSFR at all stellar masses, with
M∗(t) ∼ exp(t/τ). As suggested by Peng et al. (2010), it is also
a necessary ingredient for explaining the observed shape invari-
ance of the stellar mass function of star-forming galaxies.

We find however that the SFR of the highest mass bin (M∗ ∼
2 × 1011 M⊙) falls systematically below the value expected for
a linear relation, effectively lowering the high mass slope of the
SFR–M∗ relation to 0.8 at high redshift, down to an almost flat
relation at z = 0.5. Other studies obtain similar “broken” shapes
for the SFR–M∗ sequence (Rodighiero et al. 2010; Whitaker
et al. 2012; Magnelli et al. 2014). Our results are also in very
good agreement with Whitaker et al. (2014), who used a very
similar approach, albeit only using MIPS 24 µm for stacking.

The reason for this bending of the slope is still unknown.
Abramson et al. (2014) showed that the relation between the disk
mass Mdisk and SFR has a slope close to one with no sign of
bending at z ≃ 0, suggesting that the bulge plays little to no role
in star formation. We will investigate if this explanation holds at
higher redshifts in a forthcoming paper.

4.4. Mass evolution of the SFR dispersion around the main
sequence

We present in Fig. 12 the evolution of the measured SFR dis-
persion σSFR as a function of both redshift and stellar mass.
We show our measurements only from stacking Herschel bands.
Spitzer MIPS is more sensitive and thus allows measurements
down to lower stellar masses, but it is less robust as an SFR indi-
cator. This is mostly an issue at z ≃ 2, where the 24 µm is probing
the rest-frame 8 µm. Elbaz et al. (2011) have shown that the 8 µm
luminosity L8 correlates very well with LIR (0.2 dex scatter), ex-
cept for starburst galaxies. Inferring SFR from 8 µm thus has the
tendency to erase part of the starburst population, effectively re-
ducing the observed SFR dispersion. We checked that our results
are nevertheless in good agreement betweenMIPS andHerschel,
with MIPS derived dispersions being smaller on average by only
0.03 ± 0.02 dex.

As a sanity check, we also show an estimation of σSFR
from individual Herschel detections. We select all galaxies in
our Herschel sample that fall in a given bin of redshift and
mass, and compute their offset from the main sequence RSB ≡
SFR/SFRMS, where SFRMS is the average SFR of “main se-
quence” galaxies given in Eq. 9. Following Elbaz et al. (2011),
we call this quantity the “starburstiness”. Because of the sensi-
tivity of Herschel, this sample is almost never complete, and is
biased toward high values of RSB: since this sample is SFR se-
lected, all the galaxies at low mass are starbursts. To avoid com-
pleteness issues, we remove the galaxies that have RSB < 1, i.e.,
galaxies that are below the main sequence, and compute the 68th
percentile of the resulting RSB distribution. By construction, this
value does not need to be corrected for the width of the redshift
and mass bins. However, it is only probing the upper part of the
SFR–M∗ correlation, while the stacked measurements also take

Fig. 12. Evolution of the log10(SFR) dispersion as a function of both
redshift and stellar mass. Each color is showing a different redshift bin.
Filled symbols show the result of scatter stacking, while open sym-
bols show the dispersion estimated from individual Herschel detections
above the main sequence (see text). The open symbols have been shifted
up by 0.1 dex in mass for clarity. Errors are from bootstrapping in all
cases. We compare these to the typical scatter of the SFHs in the nu-
merical simulation of Hopkins et al. (2014) shown as a solid purple
line.

undetected sources below the sequence into account. In spite
of this difference, the values obtained are in very good agree-
ment with the stacked values. There is a tendency for these to be
slightly higher by 0.03 dex on average, and this could be due to
uncertainties in the individual SFR measurements. We conclude
that the SFR distributions must be quite symmetric. This how-
ever does not rule out a “starburst” tail, i.e., a subpopulation of
galaxies with an excess of star formation. Indeed, simulating a
log-normal distribution of RSB with a dispersion of 0.3 dex and
adding 3% more sources with an excess SFR of 0.6 dex (follow-
ing Sargent et al. 2012) gives a global dispersion measured with
MAD of 0.309 dex, while the 68th percentile of the RSB > 1 tail
is 0.319 dex, a difference of only 0.01 dex, which is well within
the uncertainties.

4.4.1. Implications for the existence of the main sequence

Probably the most striking feature of Fig. 12 is that σSFR re-
mains fairly constant over a large fraction of the parameter
space we explore, only increasing for the lowest redshift bin and
at high stellar masses. This increase is most likely caused by
the same phenomenon that bends the sequence at high stellar
mass (see section 4.2, e.g., a substantial population of bulge-
dominated objects that blur the correlation). On average, Her-
schel stacking thus gives σSFR = 0.30+0.06−0.06 dex, with a random
error of 0.01 dex, and can be considered almost constant. Doing
the same analysis in COSMOS UltraVISTA consistently yields
σSFR = 0.33+0.03−0.03 dex, with a random error of 0.01 dex, showing
that this result is not tied to specifics of our input H-band cata-
logs.

More importantly, this value of 0.3 dexmeans that, at a given
stellar mass, 68% of actively star-forming galaxies have the same
SFR within a factor of two. This confirms the existence of the
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Figure 13
The mean specific star-formation rate (sSFR ≡ SFR/M ∗) for galaxies with estimated stellar masses in the
range 109.4−1010 M⊙. The values are from Daddi et al. (2007) (cyan triangle), Noeske et al. (2007) (blue dots),
Damen et al. (2009) (magenta pentagons), Reddy & Steidel (2009) (red dots), González et al. (2014) (orange
dots), and Stark et al. (2013) ( green squares). The error bars correspond to systematic uncertainties. The
high-redshift points from González et al. (2014) and Stark et al. (2013) have been corrected upward owing to
the effect of optical emission lines on the derived stellar masses, using the “RSF with emission lines” model
of González et al. (2014) and the “fixed Hα EW” model of Stark et al. (2013). The curve shows the
predictions from our best-fit star-formation history.

where ρb = 2.77×1011#b h2 M⊙ Mpc−3. The evolution of the mean metallicity of the Universe, Zb,
predicted by our model SFH is plotted in Figure 14. The global metallicity is Zb ≃ 0.09 (y/Z⊙)
solar at the present epoch (note that this is the same value derived by Madau et al. 1998b). It drops
to Zb ≃ 0.01(y/Z⊙) solar at z = 2.5, i.e., the star-formation activity we believe to have taken
place between the Big Bang and z = 2.5 (2.5 Gyr later) was sufficient to enrich the Universe as
a whole to a metallicity of ∼1% solar (for y ≃ Z⊙). Note that the metal production term yρ∗

(and therefore Zb) depends only weakly on the IMF (at a fixed luminosity density): Salpeter-based
mass-to-light ratios are 1.64 times higher than those based on Chabrier. This is counterbalanced
by Salpeter-based net metal yields that are a factor of ∼2 lower than those based on Chabrier (see
Section 2).

Figure 14 also shows the metallicity of a variety of astrophysical objects at different epochs.
The mass-weighted average stellar metallicity in the local Universe, ⟨Z∗(0)⟩ = (1.04 ± 0.14) Z⊙

(Gallazzi et al. 2008), is plotted together with the metallicity of three different gaseous components
of the distant Universe: (a) galaxy clusters, the largest bound objects for which chemical enrichment
can be thoroughly studied and perhaps the best example in nature of a “closed box”; (b) the damped
Lyα absorption systems that originate in galaxies and dominate the neutral-gas content of the
Universe; and (c) the highly ionized circumgalactic and intergalactic gas that participates in the
cycle of baryons in and out of galaxies in the early Universe.

The iron mass in clusters is several times larger than could have been produced by CC SNe
if stars formed with a standard IMF, a discrepancy that may indicate an IMF in clusters that is
skewed toward high-mass stars (e.g., Portinari et al. 2004) and/or to enhanced iron production by
Type Ia SNe (e.g., Maoz & Gal-Yam 2004). The damped Lyα absorption systems are detected in
absorption (i.e., have no luminosity bias), and their large optical depths at the Lyman limit eliminate
the need for uncertain ionization corrections to deduce metal abundances. Their metallicity is

470 Madau · Dickinson

A
nn

u.
 R

ev
. A

str
o.

 A
str

op
hy

s. 
20

14
.5

2:
41

5-
48

6.
 D

ow
nl

oa
de

d 
fro

m
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

 A
cc

es
s p

ro
vi

de
d 

by
 S

PA
CE

 T
EL

ES
CO

PE
 S

CI
EN

CE
 IN

ST
. L

IB
RA

RY
 o

n 
10

/0
5/

15
. F

or
 p

er
so

na
l u

se
 o

nl
y.

The Astrophysical Journal, 778:2 (25pp), 2013 November 20 Saintonge et al.

Figure 3. Results of the IRAM-PdBI observations of J1137. The velocity-integrated map is shown in the middle panel, with contours showing the 2σ , 3σ , 5σ , and 8σ
levels. The shape of the PdBI beam for these data (3.′′75 × 3.′′26) is shown in the bottom-left corner, and the crosses show the position of the lens and of the main arc.
On the left panel, the CO(3–2) contours are overlaid on top of the three-color HST ACS image. Both images are centered on αJ2000 = 11:37:40.1, δJ2000 = +49:36:36.1
and have a size of 20′′ × 20′′. Finally, the CO(3–2) line spectrum is shown in the left panel, with the best-fitting Gaussian model shown. The line has a FWHM of
137 km s−1 and a total integrated flux of 1.16 ± 0.12 Jy km s−1.
(A color version of this figure is available in the online journal.)

Table 3
IRAC Photometry and Derived Stellar Masses

Name S3.6 S4.5 log M∗/M⊙ log M∗/M⊙ Reference
(µJy) (µJy) This Work Literature

8:00arc 165.4 ± 6.4 200.3 ± 8.3 10.88 ± 0.21 11.20 ± 0.40 Finkelstein et al. (2009)
J0712 · · · · · · · · · 10.23 ± 0.48 Richard et al. (2011)
J0744 21.7 ± 1.3 23.0 ± 1.4 9.70 ± 0.11 9.76 ± 0.08 Richard et al. (2011)
J0900 44.2 ± 5.1 41.1 ± 7.1 10.45 ± 0.16 10.28 ± 0.20 Bian et al. (2010)
J0901 477.6 ± 20.2 556.3 ± 26.4 11.49 ± 0.14 · · · · · ·
J1133 112.2 ± 26.0 130.5 ± 16.7 10.17 ± 0.15 · · · · · ·
J1137 197.0 ± 22.5 192.6 ± 14.0 10.21 ± 0.13 · · · · · ·
Horseshoe 158.2 ± 11.0 123.1 ± 16.0 10.30 ± 0.13 10.56 ± 0.19 Sommariva et al. (2012)
J1149 27.0 ± 2.0 25.2 ± 1.6 9.26 ± 0.13 · · · · · ·
Clone 230.8 ± 8.2 218.7 ± 9.9 10.39 ± 0.04 · · · · · ·
J1226 52.8 ± 6.0 47.2 ± 4.2 9.72 ± 0.15 9.54 ± 0.07 Wuyts et al. (2012a)
J1343 69.6 ± 7.7 · · · 9.76 ± 0.10 9.40 ± 0.20 Wuyts et al. (2012b)
J1441 · · · · · · · · · · · · · · ·
cB58 79.0 ± 4.3 85.2 ± 5.2 10.03 ± 0.18 9.69 ± 0.14 Wuyts et al. (2012a)
J1527 36.3 ± 2.6 38.2 ± 4.1 10.02 ± 0.15 9.82 ± 0.04 Wuyts et al. (2012a)
Eye 204.7 ± 6.7 185.2 ± 9.1 10.51 ± 0.09 10.53 ± 0.08 Richard et al. (2011)
Eyelash 132.8 ± 8.3 206.8 ± 12.3 10.34 ± 0.10 10.28 ± 0.29 Swinbank et al. (2010)

Notes. Alternative published values of stellar masses (in log M⊙ units) are 10.02 ± 0.36 for the 8:00arc (Richard et al.
2011), 9.55 ± 0.14 for the Cosmic Eye (Sommariva et al. 2012), and 8.94 ± 0.15 for cB58 (Siana et al. 2008).

lensed galaxies are then obtained by taking the observed IRAC
fluxes (Table 3), correcting them for the lensing magnification,
and then applying the empirical calibration determined for
each object. The masses derived from the 3.6 µm and 4.5 µm
images are consistent within the errors, and we adopt the mean
between the two values as our stellar masses. These values
are summarized in Table 3 with the errors quoted obtained
by propagating the uncertainties on the parameters of the fit
to the calibration data set, the measurement errors on the
IRAC fluxes, and the uncertainty on the magnification factor.
The measurement and calibration uncertainties account for
∼10%–30% of the error budget, the rest coming from the
uncertainty on the magnification.

In Figure 4, we compare previously published stellar
masses (typically from SED-fitting) to our IRAC-derived
masses when available. For cB58, the Cosmic Eye, and
the 8:00arc, two previously published values differing by

approximately one order of magnitude are shown. The
IRAC-derived masses are always consistent with the higher
of the two values. Adopting these higher estimates for
these three galaxies, the scatter between the IRAC- and
SED-derived stellar masses is 0.23 dex. This scatter and the
outlier points are caused by the uncertainty on the calibration
of our IRAC-based stellar masses and by different assumptions
about star formation histories in the SED modeling.

4.2. Dust Masses, Dust Temperatures, and IR Luminosities

The far-infrared SEDs from the PACS, SPIRE, and MAMBO
photometry are shown in Figure 5. They represent some of
the highest fidelity individual Herschel SEDs of star-forming
galaxies at z > 1.5. These SEDs are used to derive dust
temperatures, dust masses, and total infrared luminosities. The
procedure is identical to the one applied on the comparison
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Figure 11. Redshift evolution of the mean gas depletion time (left) and gas mass fraction (right) for main-sequence galaxies from our lensed and reference samples
for which a CO-based measurement of MH2 is available. Error bars show the standard deviation within each redshift bin. The different colors represent the following
datasets: blue: representative z = 0 sample from COLD GASS; green: galaxies from Geach et al. (2011) and Bauermeister et al. (2013) at z ∼ 0.4; orange: the
incompleteness-corrected mean values from Tacconi et al. (2013). The red points show the contribution from this study and include all the galaxies in the specified
redshift intervals from the lensed and comparison samples as well as from PHIBSS, and corrects for sample incompleteness. On the left plot, the gray shaded region
shows the expected trend between tdep(H2) and z described by Equation (10), for α = [−1.0,−1.5]. On the right panel, the gray shaded region is the expected redshift
dependence of fgas derived from Equations (9)–(11), assuming that α = −1.0 (Tacconi et al. 2013) and sSFR follows Equation (11) (Lilly et al. 2013). Alternative
relations for fgas(z) are obtained by assuming that sSFR ∝ (1 + z)2.8 at all redshifts (dotted dark blue line), or else reaches a plateau at z = 2 (dashed light blue line).
(A color version of this figure is available in the online journal.)

disks as a function of redshift. Several studies have now reported
a rapid increase of fgas with redshift (Tacconi et al. 2010; Daddi
et al. 2010a; Geach et al. 2011; Magdis et al. 2012a). The most
robust analysis so far was performed by Tacconi et al. (2013). In
that work, the PHIBSS data at z ∼ 1 and z ∼ 2 were corrected
for incompleteness and compared to a matched local control
sample extracted from the COLD GASS catalog, revealing an
increase of fgas from 8% at z = 0 to 33% at z ∼ 1 and 47%
at z ∼ 2. These three secure measurements are reproduced in
Figure 11 (right panel). There are very few galaxies at z ∼ 0.5
with published CO measurements, but in Figure 11, the few
systems found in Geach et al. (2011) and Bauermeister et al.
(2013) are compiled (CO measurements for several galaxies
with 0.6 < z < 1.0 are published also in Combes et al. (2012),
but we do not include them here as they are above MS objects).

As the PHIBSS sample extends to z = 2.4, we combine all
the MS galaxies in our lensed and comparison samples above
that redshift to derive a mean gas fraction of 40% ± 15% at
⟨z⟩ = 2.8. We then apply the methodology of Tacconi et al.
(2013) to correct for sample incompleteness. As the sample of
lensed galaxies with z > 2.4 is richer in on MS and below MS
galaxies, accounting for this bias raises the mean gas fraction
to 44%. Therefore, our observations suggest that the trend for
increasing gas fraction with redshift does not extend beyond
z ∼ 2, and may even be reversing.

Can this flattening of the relation between gas fractions and
redshift at z > 2 be expected under the equilibrium model? The
definition of the gas fraction (Equation (9)) can be re-expressed
as

fgas = 1
1 + (tdepsSFR)−1

, (9)

and the best predictions available for the redshift evolution of
tdep and sSFR used to compute the expected behavior of fgas(z).
As explained in Section 5.3, it is estimated that

tdep(z) = 1.5(1 + z)α[Gyr], (10)

with α measured to be −1.0 by Tacconi et al. (2013) and
predicted to be −1.5 in the analytic model of Davé et al.
(2012). The relation is normalized to the typical depletion time
of 1.5 Gyr observed in local galaxies (Leroy et al. 2008; Bigiel
et al. 2011; Saintonge et al. 2011b, 2012). Based on studies of
the slope and redshift evolution of the star formation MS, the
typical sSFR (in Gyr−1) of a star-forming galaxy of mass M∗ at
redshift z is

sSFR(M∗, z) =

⎧
⎪⎨

⎪⎩

0.07
(

M∗
1010.5 M⊙

)−0.1
(1 + z)3 if z < 2

0.30
(

M∗
1010.5 M⊙

)−0.1
(1 + z)5/3 if z > 2.

(11)
The above equation is presentd by Lilly et al. (2013) based on
results from a number of recent high-redshift imaging surveys
(Noeske et al. 2007; Elbaz et al. 2007; Daddi et al. 2007; Pannella
et al. 2009; Stark et al. 2013). The expected redshift evolution of
the gas fraction for galaxies of a given stellar mass can then be
obtained by combining Equations (9)–(11). For galaxies in the
mass range 1010–5 × 1011 and for α = −1.0 in Equation (10),
the expected trend is shown in Figure 11 as the light gray band.
At z > 2, fgas flattens out because of the shallower evolution of
sSFR with redshift mostly canceling out the (1 + z)−1 term from
the tdep(H2) relation (Equation (10)). This model predicts a very
modest evolution of the mean gas fraction from 47% at z = 2.2
to 49% at z = 2.8, consistent with our measurement.
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Figure 3. Results of the IRAM-PdBI observations of J1137. The velocity-integrated map is shown in the middle panel, with contours showing the 2σ , 3σ , 5σ , and 8σ
levels. The shape of the PdBI beam for these data (3.′′75 × 3.′′26) is shown in the bottom-left corner, and the crosses show the position of the lens and of the main arc.
On the left panel, the CO(3–2) contours are overlaid on top of the three-color HST ACS image. Both images are centered on αJ2000 = 11:37:40.1, δJ2000 = +49:36:36.1
and have a size of 20′′ × 20′′. Finally, the CO(3–2) line spectrum is shown in the left panel, with the best-fitting Gaussian model shown. The line has a FWHM of
137 km s−1 and a total integrated flux of 1.16 ± 0.12 Jy km s−1.
(A color version of this figure is available in the online journal.)

Table 3
IRAC Photometry and Derived Stellar Masses

Name S3.6 S4.5 log M∗/M⊙ log M∗/M⊙ Reference
(µJy) (µJy) This Work Literature

8:00arc 165.4 ± 6.4 200.3 ± 8.3 10.88 ± 0.21 11.20 ± 0.40 Finkelstein et al. (2009)
J0712 · · · · · · · · · 10.23 ± 0.48 Richard et al. (2011)
J0744 21.7 ± 1.3 23.0 ± 1.4 9.70 ± 0.11 9.76 ± 0.08 Richard et al. (2011)
J0900 44.2 ± 5.1 41.1 ± 7.1 10.45 ± 0.16 10.28 ± 0.20 Bian et al. (2010)
J0901 477.6 ± 20.2 556.3 ± 26.4 11.49 ± 0.14 · · · · · ·
J1133 112.2 ± 26.0 130.5 ± 16.7 10.17 ± 0.15 · · · · · ·
J1137 197.0 ± 22.5 192.6 ± 14.0 10.21 ± 0.13 · · · · · ·
Horseshoe 158.2 ± 11.0 123.1 ± 16.0 10.30 ± 0.13 10.56 ± 0.19 Sommariva et al. (2012)
J1149 27.0 ± 2.0 25.2 ± 1.6 9.26 ± 0.13 · · · · · ·
Clone 230.8 ± 8.2 218.7 ± 9.9 10.39 ± 0.04 · · · · · ·
J1226 52.8 ± 6.0 47.2 ± 4.2 9.72 ± 0.15 9.54 ± 0.07 Wuyts et al. (2012a)
J1343 69.6 ± 7.7 · · · 9.76 ± 0.10 9.40 ± 0.20 Wuyts et al. (2012b)
J1441 · · · · · · · · · · · · · · ·
cB58 79.0 ± 4.3 85.2 ± 5.2 10.03 ± 0.18 9.69 ± 0.14 Wuyts et al. (2012a)
J1527 36.3 ± 2.6 38.2 ± 4.1 10.02 ± 0.15 9.82 ± 0.04 Wuyts et al. (2012a)
Eye 204.7 ± 6.7 185.2 ± 9.1 10.51 ± 0.09 10.53 ± 0.08 Richard et al. (2011)
Eyelash 132.8 ± 8.3 206.8 ± 12.3 10.34 ± 0.10 10.28 ± 0.29 Swinbank et al. (2010)

Notes. Alternative published values of stellar masses (in log M⊙ units) are 10.02 ± 0.36 for the 8:00arc (Richard et al.
2011), 9.55 ± 0.14 for the Cosmic Eye (Sommariva et al. 2012), and 8.94 ± 0.15 for cB58 (Siana et al. 2008).

lensed galaxies are then obtained by taking the observed IRAC
fluxes (Table 3), correcting them for the lensing magnification,
and then applying the empirical calibration determined for
each object. The masses derived from the 3.6 µm and 4.5 µm
images are consistent within the errors, and we adopt the mean
between the two values as our stellar masses. These values
are summarized in Table 3 with the errors quoted obtained
by propagating the uncertainties on the parameters of the fit
to the calibration data set, the measurement errors on the
IRAC fluxes, and the uncertainty on the magnification factor.
The measurement and calibration uncertainties account for
∼10%–30% of the error budget, the rest coming from the
uncertainty on the magnification.

In Figure 4, we compare previously published stellar
masses (typically from SED-fitting) to our IRAC-derived
masses when available. For cB58, the Cosmic Eye, and
the 8:00arc, two previously published values differing by

approximately one order of magnitude are shown. The
IRAC-derived masses are always consistent with the higher
of the two values. Adopting these higher estimates for
these three galaxies, the scatter between the IRAC- and
SED-derived stellar masses is 0.23 dex. This scatter and the
outlier points are caused by the uncertainty on the calibration
of our IRAC-based stellar masses and by different assumptions
about star formation histories in the SED modeling.

4.2. Dust Masses, Dust Temperatures, and IR Luminosities

The far-infrared SEDs from the PACS, SPIRE, and MAMBO
photometry are shown in Figure 5. They represent some of
the highest fidelity individual Herschel SEDs of star-forming
galaxies at z > 1.5. These SEDs are used to derive dust
temperatures, dust masses, and total infrared luminosities. The
procedure is identical to the one applied on the comparison
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Star-Forming Gas-Rich Rotating Disks @ z~2
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Figure 5. KMOS Hα velocity fields of the resolved KMOS3D galaxies at their approximate locations in the SFR−M∗ plane for the z ∼ 1 (top) and z ∼ 2 (bottom)
samples. Positioning of the maps, lines, and labels are the same as in Figure 4.
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Figure 2. Case examples of galaxies at z ≈ 1–2 exhibiting off-center peaks in the surface brightness distribution. From left to right (f.l.t.r.): observed I775J125H160
three-color postage stamps sized 3.′′4 × 3.′′4, surface brightness distributions in the observed z850 and H160 bands, rest-frame U − V color maps, and the distribution of
stellar surface mass density. The off-center regions with elevated surface brightness tend to be blue, and therefore less pronounced (but still present) in H160 compared
to z850. With a few notable exceptions (ID1683 and ID12328), the stellar mass maps are centrally concentrated and lack regions with elevated surface mass density at
large radii.
(A color version of this figure is available in the online journal.)

object’s segmentation map. The latter scaling was implemented
to avoid any spurious trends due to aperture corrections in the
multi-wavelength catalog containing the integrated photometry.
The corrections are typically of the order of 10%.

The first conclusion to draw from Figure 3 is that the
estimates of the total stellar mass derived from only integrated
photometry are remarkably robust when compared to those
obtained from resolved SED modeling. The median offset in
log(M) is 0.00 dex, with a scatter (normalized median absolute
deviation) of 0.08 dex. The good correspondence also remains
if we were to ignore the constraints from integrated U, Ks,
and IRAC photometry in the resolved approach (i.e., minimize
χ2

res from Equation (1) instead of χ2
res+int from Equation (2). A

significantly larger systematic offset (by 0.2 dex for z ∼ 2 SFGs)
would be obtained if no pixel binning to a minimum S/N level
were applied. The reason is that in such a scenario there are
many individual pixels in the outskirts that have essentially

no color constraints and to which unreasonably large M/L
ratios can be assigned. This will then lead to erroneously
large estimates of their contribution to the stellar mass when
applying resolved SED modeling. Zibetti et al. (2009) carried
out a detailed analysis of nine nearby galaxies (D < 26 Mpc)
that is similar in spirit to ours. These authors find that stellar
masses derived from resolved color information exceed the
masses inferred from integrated photometry by 0–0.2 dex. We
note that in this study, the physical scales probed are an order
of magnitude smaller than attainable with WFC3 for distant
galaxies. We caution therefore that color and stellar population
variations on spatial scales below the resolution limit may still
affect our estimates of the total stellar mass.

More dramatic differences are revealed when considering
estimates of the SFR-weighted stellar age, which quantifies
the age of the bulk of the stars and equals the mass-weighted
age modulo stellar mass loss (see Equation (4) in Wuyts et al.
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Figure 12. (Continued)
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Fading/Quenching Galaxies @ z~2
No. 1, 2009 THE HUBBLE SEQUENCE BEYOND z = 2 L73

Figure 3. Left: rest-frame U − B color vs. stellar mass for a massive galaxy sample at z ∼ 2.3 with rest-frame optical spectroscopy. We use the HST NIC2 images as
symbols. The color coding reflects the specific SFR of the galaxy. The emission-line galaxies can be recognized by their italic ID numbers, and A indicates the AGNs.
The galaxies clearly separate into two classes: the large (irregular) star-forming galaxies in the blue cloud, and the compact, quiescent galaxies on the red sequence.
We do caution that this sample is small and not complete. The ellipse represents the average 1σ confidence interval. Right: stacked SEDs, composed of the rest-frame
UV photometry and rest-frame optical spectra of all blue (bottom panel) and red galaxies (top panel) at 2 < z < 3 in our spectroscopic sample. We also show the stack
and full range of best-fit stellar population synthesis (SPS) models. The SPS models do not have emission lines and thus they are correspondingly removed from the
stacks.

emission as well (Kriek et al. 2007). Also, HDFS1-1849 on
the red sequence still has ongoing star formation according to
the SED fit, and is likely a dusty edge-on disk. The high dust
content might be the reason why we detected no emission lines
for this galaxy. Three compact AGN hosts join the quiescent
compact galaxies on the red sequence. The AGN host ECDFS-
4713 is also compact, but has a higher specific SFR. However, in
contrast to the other AGNs, which are faint in the rest-frame UV,
for this galaxy we cannot exclude that the UV emission might
be of nuclear origin. Altogether, this diagram illustrates that
structures and stellar population properties of massive galaxies
at z ∼ 2.3 are strongly correlated.

Our results confirm previous studies based on lower resolu-
tion HST NIC3 or ground-based imaging of photometric galaxy
samples (e.g., Toft et al. 2007; Zirm et al. 2007; Franx et al.
2008; Williams et al. 2009). Moreover, due to the higher spatial
resolution, we better resolve the structures of the massive star-
forming galaxies. This work extends the results by Elmegreen
et al. (2007, 2009) and Förster Schreiber et al. (2009) to higher
masses, suggesting that star formation in irregular and clumpy
galaxies may represent the major star-forming mode beyond
z = 2.

The massive Hubble sequence at z ∼ 2.3 is quite differ-
ent from that in the local universe. First, quiescent galaxies
are much more compact than local early-type galaxies (ETGs)
at similar mass. Second, the galaxies with the highest SFRs
(!100 M⊙ yr−1) in our sample (1030-1531, ECDFS-4511, and
ECDFS-12514) have irregular and clumpy structures, and thus
do not resemble classical disk or spiral galaxies. Massive irreg-
ular galaxies with such high specific SFRs are very rare in the
local universe. Star-forming galaxies 1030-807, HDFS1-1849,

and ECDFS-6956 are structurally more similar to local massive
disk galaxies, but their SFRs are also lower (" 25 M⊙ yr−1).

4. DO BLUE GALAXIES HAVE DENSE CORES?

An obvious question is whether the blue star-forming galaxies
are simply compact quiescent galaxies surrounded by active star-
forming regions or disk with much lower mass-to-light ratios
(M/L). We assess this by examining how much of the stellar
mass could be in a dense core for the six galaxies with the highest
specific SFR in the total sample. For the core we assume an re of
0.9 kpc, an n of 3 (van Dokkum et al. 2008), and the median M/L
of the compact red-sequence galaxies. We apply the appropriate
PSF and fit the brightest clump or core, leaving the axis ratio and
the inclination as free parameters. The maximum mass fraction
is set to 100% to ensure that unrealistic values do not occur (since
star-forming populations have lower M/L). Figure 4 shows the
compact cores and the residual images. The uncertainties on
the mass fractions are dominated by variations in M/L of the
quiescent galaxies.

ECDFS-4713, ECDFS-6956, and 1030-1531 can hide a major
fraction of their stellar mass in a compact core. Thus, aside
from active outer star-forming regions, they may be similar to
the compact quiescent galaxies. The remaining galaxies do not
seem to have such a strong light or mass concentration. However,
this exercise is complicated by the effects of dust. For example,
HDFS1-1849 (AV = 1.6 mag) is likely a dusty edge on disk, and
so there could be a hidden compact core.

In the above exercise we assume that the core has a M/L
similar to the quiescent galaxies, and thus much higher than
the M/L of the star-forming galaxies. If we were to assume

Massive red/quenched galaxies 
are bulge-dominated 

from 0 < z < 2.5  

 

(e.g. Kriek et al 2010; Bell et al. 2012; Wuyts et al. 2012, 

Bruce et al. 2012; Wang et al. 2012,  Lee et al. 2012; 

Mortlock et al. 2014;  Lang et al. 2014, Fang et al. 2013)

Stellar Mass

re
st

-fr
am

e 
(U

-B
) c

ol
or

Wuyts et al. 2012

The Astrophysical Journal, 742:96 (20pp), 2011 December 1 Wuyts et al.

Figure 1. Surface brightness profile shape in the SFR–mass diagram. A “structural main sequence” is clearly present at all observed epochs, and well approximated
by a constant slope of 1 and a zero point that increases with lookback time (white line). While SFGs on the MS are well characterized by exponential disks, quiescent
galaxies at all epochs are better described by de Vaucouleurs profiles. Those galaxies that occupy the tip and upper envelope of the MS also have cuspier light profiles,
intermediate between MS galaxies and red and dead systems.
(A color version of this figure is available in the online journal.)

Table 1
Overview Deep Lookback Surveys

Field Area Filtermorph Image Deptha Sample Depthb N0.5<z<1.5
c N1.5<z<2.5

c

(deg2) (AB mag, 5σ ) (AB mag)

COSMOS 1.480 I814 27.2 25.0 106080 21430
UDS 0.056 H160 26.7 26.7 10443 6796
GOODS-S 0.041 H160 27.0 27.0 7008 3973
GOODS-N 0.042 z850 27.6 26.8 8797 3450

Notes.
a Point-source depth of the image on which the morphological analysis was performed.
b Magnitude (in i, H160, H160, and z850 for COSMOS, UDS, GOODS-S, and GOODS-N, respectively) down to which galaxies
were included in our sample.
c Sample size in the 0.5 < z < 1.5 and 1.5 < z < 2.5 redshift intervals.

be computed reliably, and unbiased by any completeness issues,
based on the objects observed in a given bin of SFR–mass space.

Our final sample comprises 639,924 galaxies at 0.02 < z <
0.2, 132,328 galaxies at 0.5 < z < 1.5, and 35,649 galaxies
at 1.5 < z < 2.5. The relative breakdown in galaxies of
different masses is determined by the depth of the observations,
and the stellar mass function at the respective redshifts. Above
M > 1010 M⊙ our sample counts 53,2131, 31,127, and 8895
galaxies at z ∼ 0.1, z ∼ 1, and z ∼ 2, respectively. Above
M > 1011 M⊙, the numbers drop to 147,922, 2767, and
1059 galaxies at z ∼ 0.1, z ∼ 1, and z ∼ 2, respectively.
An overview of the sample size per field is provided in Table 1.

3. RESULTS ON GALAXY STRUCTURE

3.1. Profile Shape

We start by analyzing the surface brightness profile shape as
a function of position in the SFR–mass diagram in Figure 1.
The three panels show from left to right the z ∼ 0.1, z ∼ 1,
and z ∼ 2 bins, respectively. Instead of indicating the relative
abundance of galaxies in different regions of the diagram, we
use the color-coding to mark the median value of the Sérsic
index n of all galaxies in each [SFR,M] bin. For displaying
purposes, we restrict the range of the color bar to 1 < n < 4,
and assign the same color as n = 1 and n = 4 to bins with
median n < 1 or median n > 4, respectively. The fraction
(fn<1; fn>4) of galaxies lying outside these bounds amounts to

(0.09; 0.24), (0.41; 0.14), and (0.41; 0.16) at z ∼ 0.1, z ∼ 1,
and z ∼ 2, respectively. The fraction of [SFR,M] bins with
median n outside this range is small: (0.02; 0.11) at z ∼ 0.1,
(0.14; 0.15) at z ∼ 1, and (0.11; 0.11) at z ∼ 2. The resulting
diagrams present a remarkably smooth variation in the typical
galaxy profile shape across the diagram. Moreover, despite the
loss of information on number densities, the so-called MS of star
formation is immediately apparent, and its presence persists out
to the highest observed redshifts. This “structural MS” consists
of galaxies with near-exponential profiles (n ≈ 1) and shows a
similar behavior as the conventional “number MS” as identified
on the basis of number densities in the SFR–mass diagram
(e.g., Noeske et al. 2007; Elbaz et al. 2007; Daddi et al. 2007).
Namely, an upward shift of the zero point is observed with
increasing lookback time. At each epoch, the MS in Figure 1
is well approximated by a slope of unity (white line). The
SFR at which the median n reaches a minimum in a mass
slice around log(M) = 10 roughly coincides with the mode
of the log(SFR) distribution in that mass slice, but depending
on the fitting method and sample definition used to weed out
quiescent galaxies, a somewhat shallower slope than unity may
be measured for the “number MS” at the massive end (see, e.g.,
Rodighiero et al. 2010).

Below the structural MS, a cloud of galaxies with cuspy, near
de Vaucouleurs (n ≈ 4) profiles is visible. This population of
massive quiescent galaxies is present at all observed epochs. Our
first and foremost conclusion from Figure 1 is therefore that
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Quenching = Compact/Bulge Structure
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M20 (⇠ -1.23 ± 0.24), low asymmetry (A ⇠ 0.06 ± 0.08),
low deviations (D ⇠ 0.16 ± 0.09), moderate multi-modes
(M ⇠ 0.15 ± 0.19), and a wide spread of intensity values
(I ⇠ 0.30 ± 0.32). On the G � M20 diagram these galax-
ies fall within the disk-dominated and irregular portion of
the diagram. However, their high C values suggest a bright
nuclear component.

The visual classifications show this group is dominated
by disks (76 percent) and only small fractions of irregular
galaxies (⇠5 percent) and disk+spheroid galaxies (⇠ 8 per-
cent). They have mid-sized e↵ective radii (r

e

⇠ 3.58 ± 0.85
kpc) and mid-to-low average Sérsic indices (n̄ ⇠ 1.13).

Group 5

Group 5 galaxies are primarily low-mass, star forming, ex-
tended disk galaxies with a weak bulge component (example
postage stamps in Fig. 20). This group has a negligible frac-
tion of quenched galaxies (⇠ 1 percent). These galaxies are
primarily lower mass (M⇤ < 3⇥ 1010M�).

Group 5 is mostly comprised of low concentration val-
ues (C ⇠ 2.91 ± 0.41), low Gini coe�cients (G ⇠ 0.40 ±

0.03), low/moderate M20 (⇠ -1.20 ± 0.18), a wide spread in
multi-mode (M ⇠ 0.25 ± 0.24), large intensity values (I ⇠

0.51 ± 0.28), low deviation values (D ⇠ 0.12 ± 0.05), and
low asymmetry values (A ⇠ 0.03 ± 0.12). On the G �M20

diagram these galaxies fall solidly within the disk-dominated
region.

The defining feature of this group is its large typical
size (r

e

⇠ 5.35 ± 1.58 kpc). Group 5 galaxies have very
low average Sérsic indices (n̄ ⇠ 0.64); implying a disk-
dominated/irregular population.

Visual classification indicate group 5 is comprised al-
most entirely of disks (95 percent), and a few irregulars
(3 percent). This group has no visually identified bulge-
dominated or spheroidal galaxies and are not clumpy.

Group -1

The original groups 3 and 7 were comprised of only a few
galaxies each (12 in total, example postage stamps in Fig.
21). They were outliers from the remaining groups and are
combined into a single outlier group. These galaxies are
most likely outliers because they have at least one poorly
measured (or missing) morphological parameter (especially
the multi-mode statistic). These galaxies have a low surface
brightness, very large radii (r

e

⇠ 6.55 ± 2.74 kpc), very low
concentration (C ⇠ 1.92 ± 0.85), high intensity (I ⇠ 0.49
± 0.39 ), high M20 (⇠ -1.02 ± 0.24), low Gini coe�cient
(G ⇠ 0.36 ± 0.08), extremely high deviations (D ⇠ 0.71 ±

0.44) and high multi-modes (M ⇠ 0.51 ± 0.39). The devia-
tion values can separate group -1 galaxies from all the other
groups.

Figure 12. Cumulative quenched fraction rank ordered by var-
ious metrics: PC1, PC2, PC3, stellar mass, Sersic-n and “com-
pactness”. The green solid line represents no correlation between
quenched fraction and rank. Sersic-n and PC1 have a similar CQF
shape, where n is less contaminated by quenched galaxies at low
values but PC1 is less contaminated at high values.

6 DISCUSSION

The spatial distribution of light for galaxies is a snapshot of
the orbital paths of the constituent stars, gas, and dust. The
morphology of a galaxy informs us of the merger and gas-
accretion history in ways integrated colors, spectral-energy
distributions and stellar mass cannot directly probe.

Using a Sérsic index, bulge-dominated galaxies are tra-
ditionally defined to have n > 2.5 (e.g. Bruce et al. 2014a).
For the purposes of of our PC classifications we define
galaxies with low PC1 values as bulge-dominated (the con-
stituents of groups 0, 6 and 9). These two definitions lead
to di↵erences in the characteristics of what are defined as
‘bulge-dominated’ and we will explore these di↵erences in
the following sections.

The connection between morphology and star-
formation has been well studied (Wuyts et al. 2011; Kriek
et al. 2009; Brinchmann et al. 2004). Late-type galaxies
are typically still actively forming stars, whereas early-type
galaxies have had their star-formation quenched. However,
there are examples of red, quenched disks and blue, star-
forming ellipticals which are important rare “transitional”
classes. In our study we delve deeper into the correlations
between morphological type and star-formation and how
the connection between them is not always clear-cut.

6.1 Stellar Mass - Quenching Connection for
groups

Fig. 12 shows the cumulative distribution of the quenched
fraction rank-ordered by “compactness” (M/r1.5

e

< 10.3M�
kpc�1.5; Barro et al. 2013), stellar mass, Sérsic-n, PC1, PC2
and PC3. For every galaxy we assign a 0 to star-forming

c
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Red/Quenched Galaxies increase with time

The Astrophysical Journal, 783:85 (15pp), 2014 March 10 Tomczak et al.

Figure 6. Stellar mass functions for all galaxies between 0.2 < z < 3 with error bars representing total 1σ uncertainties. We compare our SMFs to those from other
recent studies: Moustakas et al. (2013, Mo13), Santini et al. (2012, S12), Ilbert et al. (2013, I13), and Muzzin et al. (2013, Mu13). Data are only shown above the
reported mass-completeness limit for each study. There is excellent agreement where the SMFs overlap except with the z > 2 SMF from Santini et al. (2012).
(A color version of this figure is available in the online journal.)

Figure 7. Stellar mass functions in sequential redshift bins for all (black), star-forming (blue), and quiescent (red) galaxies. Open symbols correspond to data below
each subsample’s respective mass-completeness limit. We have used data from NMBS to supplement the high-mass end of each SMF down to the limits indicated by
the orange arrows. Best-fit Schechter functions to the total SMF are plotted as black lines. Even as far as z ∼ 2, the total SMF exhibits a low-mass upturn. Furthermore,
we show a clear decline in the quiescent SMF below M∗ toward high-z, which cannot be attributed to incompleteness.
(A color version of this figure is available in the online journal.)

where M = Log(M/M⊙), ∆M is the size of the mass bin, N
is the number of galaxies in the mass bin between the redshift
limits (zmin, zmax), and Vc is the comoving volume based on
the survey area and redshift limits. We refrain from using the

1/Vmax formalism (Avni & Bahcall 1980) to avoid introducing
any potential bias associated with evolution in the SMF over our
relatively wide redshift bins. Since we do not apply a 1/Vmax
correction, Vc is the same for all galaxies in a given redshift bin.
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Small Galaxies Quench First

Lotz et al. 2015, in prep;  CANDELS 
(also Barro,  van der Wel)
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Growth of compact red galaxies at z< 3

e.g. van der Wel et al. 2014

The Astrophysical Journal, 788:28 (19pp), 2014 June 10 van der Wel et al.
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Figure 5. Size–stellar mass distribution of late- and early-type galaxies (same symbols as in Figure 2). A typical 1σ error bar for individual objects in the higher-redshift
bins is shown in the bottom right panel. The lines indicate model fits to the early- and late-type galaxies as described in Section 3.1. The dashed lines, which are
identical in each panel, represent the model fits to the galaxies at redshifts 0 < z < 0.5. The solid lines represent fits to the higher-redshift samples. The mass ranges
used in the fits are indicated by the extent of the lines in the horizontal direction. Strong evolution in the intercept of the size–mass relation is seen for early-type
galaxies, and moderate evolution is seen for the late-type galaxies (also see Figure 6. There is no significant evidence for evolution in the slope (also see Figure 6).
The parameters of the fits shown here are given in Table 1.
(A color version of this figure is available in the online journal.)

a function of mass. We parameterize this following Shen et al.
(2003) and assume a log-normal distribution N (log r, σlog r ),
where log r is the mean and σlog r is the dispersion. Furthermore,
r is taken to be a function of galaxy mass:

r(m∗)/kpc = A · mα
∗ , (3)

where m∗ ≡ M∗/7 × 1010 M⊙. As we will describe in
Section 3.3, it is reasonable to assume that σlog r is indepen-
dent of mass.

The model distribution N (log r(m∗), σlog r ) prescribes the
probability distribution for observing Reff for a galaxy with
mass m∗. If the measured Reff has a Gaussian, 1-σ uncertainty
of δ log Reff , then the probability for this observation is the inner
product of two Gaussians:

P = ⟨N (log Reff, δ log Reff), N(log r(m∗), σlog r )⟩. (4)

Thus, we compute for each galaxy the probabilities PET and PLT
for the respective size–mass distribution models for the early-
type and late-type populations. Incompleteness terms should
formally be included in these probabilities (as described by,
e.g., Huang et al. 2013), but because of our conservative sample
selection (see Section 2.4) we are not biased against faint, large
objects.

The uncertainty in size, δ log Reff , is computed as outlined by
van der Wel et al. (2012). A random uncertainty of 0.15 dex
in m∗ is included in our analysis by treating it as an additional
source of uncertainty in Reff : for a size–mass relation with a
given slope, an offset in m∗ translates into an offset in Reff .
Hence, the calculation of P stays one-dimensional. The fiducial
slopes we use to convert δ log Reff into δm∗ are α = 0.7 for
early-type galaxies and α = 0.2 for late-type galaxies.

We also take into account the misclassification of early-
and late-type galaxies. Despite the bimodal distribution in the
color–color diagram (Section 2.4; Figure 1), there are galaxies
in the region between the star-forming and quiescent sequences,
making their classification rather arbitrary and causing cross-
contamination of the two classes (also see Holden et al.
2012). Motivated by this work, we take this misclassification
probability to be 10%. We will comment on the effects of varying
this parameter below, when we describe the fitting results.

The misclassification probability precisely corresponds to the
early- and late-type contamination fractions in a sample in cases
where the two subsamples have an equal number of galaxies.
The actual contamination fraction scales with the early- and
late-type fractions, which depend on galaxy mass and redshift.
The evolution of the stellar mass function for the two types
is described by Muzzin et al. (2013), which we use here to
compute this ratio. We also allow for 1% of outliers: these are
objects that are not part of the galaxy population, for example,
catastrophic redshift estimates or misclassified stars. Finally, in
order to avoid being dominated by the large number of low-mass
galaxies, we also assign a weight to each galaxy that is inversely
proportional to the number density. This ensures that each mass
range carries equal weight in the fit. The number density is taken
from the Muzzin et al. (2013) mass functions.

Then, we compute the total likelihood for a set of six model
parameters (intercept A, slope α, and intrinsic scatter σlog Reff ,
each for both types of galaxies):

LET =
∑

ln[W · ((1 − C) · PET + C · PLT + 0.01)] (5)

for early-type galaxies, and

LLT =
∑

ln[W · ((1 − C) · PLT + C · PET + 0.01)] (6)
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Figure 27. The number density of galaxies as a function of size at
1.50 < z < 2.25, in two mass bins. Points with errorbars are the ob-
served values; black points show all galaxies and red points show
quiescent galaxies only. The lines are the predicted distributions
in our model, that is, the observed distribution at 2.25 < z < 3.00
evolved forward in time by 1.0 Gyr. The size distributions are well
reproduced in this model, in both mass bins (black lines). The match
to the subset of quiescent galaxies is very good at the smallest sizes
but shows systematic differences at intermediate and large sizes.

formation (Dekel & Burkert 2014). This apparent difference
may reflect a difference in approach: in this paper we are con-
cerned with the average evolution of the population of mas-
sive galaxies, whereas simulations such as those of Zolotov
et al. (2015) are able to follow the tracks of individual galax-
ies in the size-mass plane. Judging from the Zolotov et al.
(2015) tracks, Eq. 30 may simply be the time- and popula-
tion average of periods of proportional size and mass growth
(∆ logre ∼ ∆ logMstars), periods of compaction, and the ef-
fects of mergers.25
At lower redshifts massive galaxies evolve along a

markedly different track in the size-mass plane: van Dokkum
et al. (2010), Patel et al. (2013), and others find that the size
and mass evolution of massive galaxies are related through
∆ logre ∼ 2∆ logMstars at 0 < z < 2 (as indicated by the dot-
ted section of the red curve in Fig. 22). This evolution can be
explained by minor, gas-poor mergers building up the outer
envelopes of galaxies (Bezanson et al. 2009; Naab et al. 2009;
Hopkins et al. 2010; Hilz et al. 2013). In van Dokkum
et al. (2010) we showed that any physical process that de-
posits mass at r > re leads to a steep track in the size-mass
plane, due to the definition of the effective radius.

25 Note that the term “compaction” refers to the gas, not the stars; in the
Zolotov et al. models the (indirect) effect on the stellar effective radius is
generally much smaller than that on the gas radius.

A schematic of the growth of massive galaxies from z ∼ 3
to z∼ 0 is shown in Fig. 28. After galaxies quench, their mass
growth per unit time is reduced, but their effective radii con-
tinue to increase. This Figure suggests that there are multiple
paths leading to large, massive, quiescent galaxies in the lo-
cal Universe, as was also noted in Barro et al. (2014a). Their
z ∼ 2 progenitors can be large star forming (disk) galaxies,
such as those studied extensively by, e.g., Genzel et al. (2008)
and Förster Schreiber et al. (2011), or compact, massive, qui-
escent galaxies that have grown through mergers (e.g., Tru-
jillo et al. 2011; Patel et al. 2013; Ownsworth et al. 2014).
As shown in Fig. 2 of van Dokkum et al. (2014) massive z = 0
galaxies have a large range of central densities at fixed total
mass, as expected in such scenarios. It is possible that mas-
sive S0 galaxies formed from large star forming galaxies and
massive elliptical galaxies formed from compact star form-
ing galaxies, although it remains to be seen whether the stel-
lar populations of massive early-type galaxies are sufficiently
diverse to accommodate a large range in formation histories
(Gallazzi et al. 2005; van Dokkum & van der Marel 2007).

Figure 28. Illustration of possible average tracks of galaxies in the
size-mass plane from z ∼ 3 to z ∼ 0. While they are forming stars,
galaxies grow mostly in mass and gradually increase their density.
After reaching a velocity dispersion or stellar density threshold (the
yellow line, whose location is redshift dependent) they quench, due
to AGN feedback or other processes that correlate with stellar den-
sity. The dominant mode of growth after quenching is dry merging,
which takes galaxies on a steep track in the size-mass plane.

9.2. Winds, Shocks, and AGN
In this paper we mostly ignored the effects of AGN, despite

the fact that nearly half of the 25 galaxies with Keck spec-
tra have X-ray luminosities above the canonical AGN limit of
LX > 1043 ergs s−1.26 The reason is that these effects are diffi-
cult to constrain and quantify. Barro et al. (2013) discuss the
high occurrence rate of AGN in compact star forming galaxies
extensively, and argue that they are the agent of quenching.
This may be true: in many galaxy formation models AGNs
play a crucial role in quenching star formation precisely in
26 The number of galaxies with active nuclei could be even higher, as the

X-ray selection is biased against Compton-thick AGN (see, e.g., Fiore et al.
2008).

e.g van Dokkum et al. 2015; Oser,  Nipoti; Naab;
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what we (think) we know

• Cosmic star-formation peaks 1 < z < 3;  


⇒~75% of cosmic stellar mass formed  between 1 < z < 6


• SFR ~ stellar mass with little scatter ⇒ not starbursts


• sSFR = SFR/stellar mass evolves strongly                                          
⇒ tied to increasing molecular gas fraction


• large star-forming disks at z~2 are clumpy and turbulent


• fading/quenching galaxies are bulge-dominated;                 
⇒structure is best predictor of quenching at z~2


• smallest star-forming galaxies at a given mass quench first. 
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what we don’t know (and JWST will tell us)

AA52CH10-Madau ARI 4 August 2014 10:30

brighter limit, which more closely represents the sample of galaxies actually observed in the study,
is significantly larger than for the extrapolation—nearly two times larger for the Reddy & Steidel
(2009) samples and by a lesser factor for the more distant objects from Bouwens et al. (2012a). In
our analysis of the SFRDs, we have adopted the mean extinction factors inferred by each survey
to correct the corresponding FUV luminosity densities.

Adopting a different approach, Burgarella et al. (2013) measured total UV attenuation from
the ratio of FIR to observed (uncorrected) FUV luminosity densities (Figure 8) as a function of
redshift, using FUVLFs from Cucciati et al. (2012) and Herschel FIRLFs from Gruppioni et al.
(2013). At z < 2, these estimates agree reasonably well with the measurements inferred from the
UV slope or from SED fitting. At z > 2, the FIR/FUV estimates have large uncertainties owing to
the similarly large uncertainties required to extrapolate the observed FIRLFs to a total luminosity
density. The values are larger than those for the UV-selected surveys, particularly when compared
with the UV values extrapolated to very faint luminosities. Although galaxies with lower SFRs may
have reduced extinction, purely UV-selected samples at high redshift may also be biased against
dusty star-forming galaxies. As we noted above, a robust census for star-forming galaxies at z ≫ 2
selected on the basis of dust emission alone does not exist, owing to the sensitivity limits of past
and present FIR and submillimeter observatories. Accordingly, the total amount of star formation
that is missed from UV surveys at such high redshifts remains uncertain.

Figure 9 shows the cosmic SFH from UV and IR data following the above prescriptions as
well as the best-fitting function

ψ(z) = 0.015
(1 + z)2.7

1 + [(1 + z)/2.9]5.6 M⊙ year−1 Mpc−3. (15)
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Figure 9
The history of cosmic star formation from (a) FUV, (b) IR, and (c) FUV+IR rest-frame measurements. The data points with symbols
are given in Table 1. All UV luminosities have been converted to instantaneous SFR densities using the factor KFUV = 1.15 × 10−28

(see Equation 10), valid for a Salpeter IMF. FIR luminosities (8–1,000 µm) have been converted to instantaneous SFRs using the factor
KIR = 4.5 × 10−44 (see Equation 11), also valid for a Salpeter IMF. The solid curve in the three panels plots the best-fit SFR density in
Equation 15. Abbreviations: FIR, far-infrared; FUV, far-UV; IMF, initial mass function; IR, infrared; SFR, star-formation rate.
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Figure 8
(a) SFR densities in the FUV (uncorrected for dust attenuation) and in the FIR. The data points with symbols are given in Table 1. All
UV and IR luminosities have been converted to instantaneous SFR densities using the factors KFUV = 1.15 × 10−28 andKIR = 4.5 ×
10−44 (cgs units) valid for a Salpeter IMF. (b) Mean dust attenuation in magnitudes as a function of redshift. Most of the data points
shown are based on UV spectral slopes or stellar population model fitting. The symbol shapes and colors correspond to the data sets
cited in Table 1, with the addition of Salim et al. (2007) (cyan pentagon). Two versions of the attenuation factors are shown for
UV-selected galaxies at 2 < z < 7 (Reddy & Steidel 2009, Bouwens et al. 2012a) (offset slightly in the redshift axis for clarity): one
integrated over the observed population (open symbols), the other extrapolated down to LFUV = 0 (filled symbols). Data points from
Burgarella et al. (2013) (olive green dots) are calculated by comparing the integrated FIR and FUV luminosity densities in redshift bins,
rather than from the UV slopes or UV-optical spectral energy distributions. Abbreviations: FIR, far-infrared; FUV, far-UV; IMF,
initial mass function; IR, infrared; SFR, star-formation rate.

samples. The local FIRLF has not been drastically revised since the final IRAS analyses (Sanders
et al. 2003, Takeuchi et al. 2003); additional AKARI data did not drastically change earlier results
(Goto et al. 2011a,b; Sedgwick et al. 2011). The biggest remaining uncertainties pertain to the
faint-end slope, where measurements vary significantly from α = −1.2 to −1.8 (or, somewhat
implausibly, even −2.0) (e.g., Goto et al. 2011b). Analysis of the widest-area FIR surveys from
Herschel, such as H-ATLAS (570 deg2) (Eales et al. 2010), may help with this. The present un-
certainties lead to a difference of a factor of at least 2 to 3 in the local FIR luminosity density.
Nevertheless, as previously noted, in today’s relatively “dead” epoch of cosmic star formation, a
significant fraction of the FIR emission from ordinary spiral galaxies may arise from dust heated
by intermediate-age and older stellar populations, not newly formed OB stars. Hence, it is not
necessarily the best measure of the SFR. At higher redshifts, when the cosmic-specific SFR was
much larger, new star formation should dominate dust heating, making the IR emission a more
robust global tracer.

Local measurements of the SMD have relied mainly on purely optical data (e.g., SDSS pho-
tometry and spectroscopy) or on relatively shallow NIR data from 2MASS. There may still be
concerns about missing light, surface brightness biases, etc., in the 2MASS data (e.g., Bell et al.
2003), and deeper very-wide-field NIR data would be helpful. All-sky MIR data from WISE may
be valuable and have been used by Moustakas et al. (2013), but without extensive analysis specifi-
cally focused on this topic. Deeper NIR data covering a significant fraction of the sky, either from

454 Madau · Dickinson
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MIPS/Herschel  
Elbaz et al. 

missing dusty star-forming galaxies ?

improved SFR estimates ⇒ evolution in sSFR, σ(sSFR) 
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Fig. 4. GOODS–Herschel detection limits (from Table 1) and total
IR luminosities of the Herschel sources as a function of redshift (filled
dots: spectroscopic, open dots: photometric). The right axis is the SFR
derived from SFR[M⊙ yr−1]= 1.72×10−10 × Ltot

IR[L⊙] (Kennicutt 1998a).
These limits were computed assuming the local library of template
SEDs of CE01. For comparison, the Spitzer MIPS-24µm detection limit
is represented as well as the knee of the total IR luminosity function, as
derived by Magnelli et al. (2009, 2010).

MIPS-24µm priors down to the 3σ limit and imposing a min-
imum flux density of 20 µJy. For PACS-160µm and SPIRE-
250µm, we restricted the 24 µm priors to the 5σ (30 µJy) limit
(reducing the number of priors by about 35%). For SPIRE-350
and 500µm, we kept only the 24 µm priors for sources with a
S/N ratio greater than 2 at 250 µm. These criteria were chosen
from Monte Carlo simulations (see Sect. 2.2.2) to avoid using
too many priors that would result in subdividing flux densities
artificially, while producing residual maps (after PSF subtract-
ing the sources brighter than the detection limit) with no obvious
sources remaining.

Figure 4 can be used to infer the reliability of the Spitzer-
MIPS 24 µm images of the two GOODS fields for identifying
potential blending issues with Herschel. It shows that the 20 µJy
depth at 24 µm (3σ) reaches fainter sources than any of the
Herschel bands, down to the confusion level and up to a red-
shift of z∼ 3. The technique used to estimate total IR luminosi-
ties for the Herschel sources is discussed in Sect. 3.2. Hence the
positions of 24 µm sources can be used to perform robust PSF
fitting source detection and flux measurements on the Herschel
maps. We validated the efficiency of this technique by checking
that no sources remain in the residual images after subtracting
the detected sources or by independently extracting sources us-
ing a blind source extraction technique (Starfinder: Diolaiti et al.
2000). Although it is the case that most Herschel sources have
a 24 µm counterpart, a few 24µm-dropout galaxies were found,
i.e., galaxies detected by Herschel but not at 24 µm. This will be
the subject of a companion paper (Magdis et al. 2011). But these
objects represent less than 1% of the Herschel sources.

2.2.2. Limiting depths of the catalogs and flux uncertainties

The noise in the Herschel catalogs results from the combined ef-
fects of (1) instrumental effects + photon noise; (2) background
fluctuations due to the presence of sources below the detection
threshold (photometric confusion noise, see Dole et al. 2004);
(3) blending due to neighboring sources, above the detection

threshold (source density contribution to the confusion noise). In
both PACS and SPIRE images (except at 100µm in GOODS-N),
the depths of the GOODS-Herschel observations are always lim-
ited by confusion, i.e.; (2) and (3) are always stronger than (1).
Global confusion limits have been determined for PACS (Berta
et al. 2011) and SPIRE (Nguyen et al. 2010). However these
global definitions assume no a priori knowledge on the local
projected densities of sources, as if e.g., 500 µm sources were
distributed in an independent manner with respect to shorter
wavelengths such as the 250 and 350 µm ones, or even down
to 24 µm. Moreover, the flux limit associated to source blend-
ing; (3), is often artificially set to be the flux density above
which 10% of the sources are blended, even though statistical
studies, such as the present one, could afford higher fractions as
long as the photometric uncertainty is well controlled. Actual ob-
servations instead demonstrate that shorter wavelengths do pro-
vide a good proxy for the density field of longer wavelengths
(see Fig. 1). Hence we define the 3σ (or 5σ) sensitivity limits of
the GOODS-Herschel catalogs as the flux densities above which
at least 68% of the sources can be extracted with a photometric
accuracy better than 33% on the basis of Monte Carlo simula-
tions and we use the positions of 24µm sources as priors to ex-
tract sources from PSF fitting. Individual sources are attributed a
“clean” flag depending on the underlying density field as defined
in Sect. 2.3.

Flux uncertainties were derived in two independent ways.
First (i), we added artificial sources into the real Herschel im-
ages and applied the source extraction procedure. This process
was repeated a large number of times (Monte Carlo – MC – sim-
ulations). Second (ii), we measured the local noise level at the
position of each source on the residual images produced after
subtracting sources detected above the detection threshold. The
first technique gives a noise level for a given flux density aver-
aged over the whole map, while the second one provides a local
noise estimate. In the MC simulations, we define the 3σ (or 5σ)
sensitivity limits in all bands as the flux densities above which a
photometric accuracy better than 33% (or 20%) is achieved for
at least 68% of the sources in the faintest flux density bin (as in
Magnelli et al. 2009, 2011).

Technique (i) provides a statistical noise level attributed for a
given flux density which accounts for all three noise components
but is independent of local variations of the noise. The histogram
of the output – input flux densities of the MC simulations follows
a Gaussian shape whose rms was used to define the typical lim-
iting depths of the Herschel catalogs listed in Col. (3) of Table 1.
All GOODS–Herschel images (except the PACS-100µm image
in GOODS-N) reach the 3σ confusion level, i.e., the flux den-
sity for which the photometric accuracy is better than 33% for at
least 68% of the sources is more than three times higher than the
instrumental noise level.

In technique (ii), only the noise components (1) and (2) are
taken into account, since the objects participating in the third
component (source blending) have been subtracted to produce
the residual images. However, imperfect subtraction of sources,
due to local blending, may inflate the local residuals in the
maps after source subtraction. In the PACS images and catalogs,
both techniques result in very similar noise levels. A statistical
limiting depth was computed by convolving the residual images
with the PACS beam at each wavelength and measuring the rms
of the distribution of individual pixels. This method resulted
in the same depths as in technique (i) and listed in Col. (3) of
Table 1. Instead, for the SPIRE data, local noise estimates in the
residual maps were found to be systematically lower than those
measured with technique (i). On average, sources with a SPIRE
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Figure 2. HST/WFC3 F140W images and G141 grism spectra of galaxies with Mstar > 1011 M⊙ and 1 < z < 1.5. The spectra were averaged in the spatial direction
to optimize the S/N and smoothed by a boxcar filter for presentation purposes. The y-axis is in units of Fλ; each spectrum was normalized and offset with respect to
the others. Squares indicate broad- and medium-band photometry from public catalogs (see the text). The orange spectra are the best-fitting EAZY models (Brammer
et al. 2008) for the continuum emission and for Hα. In the grism spectral range the models were convolved with the morphologies of the galaxies to properly model
the spectral resolution. The galaxies are ordered by decreasing Hα equivalent width. The spectra are of high quality. The fraction of galaxies with strong Hα emission
is much higher than in the nearby universe. Galaxies with strong Hα emission are often two-armed spiral galaxies. Galaxies with weak or undetected Hα typically
have an early-type (E, S0, or Sa) morphology.
(A color version of this figure is available in the online journal.)

a large mass range in the NEWFIRM Medium Band Survey
(NMBS; Whitaker et al. 2011). The 3D-HST galaxies span a
similar range in rest-frame U − V color as massive galaxies in
the NMBS. This range is much smaller at M > 1011 M⊙ than
at lower masses: all massive galaxies are red compared to blue
cloud galaxies at M ∼ 1010 M⊙, which have U − V ∼ 0.8.

4. SPECTRAL FEATURES

The WFC3/G141 spectra and WFC3/F140W images of the
galaxies are shown in Figure 2, ordered by decreasing rest-frame
Hα equivalent width. We detect Hα emission in 20 galaxies, or
in 59% of the sample. The rest-frame equivalent widths for the
detected galaxies range from 10 Å to 130 Å. The immediate

3

D. Elbaz et al.: GOODS–Herschel: an infrared main sequence for star-forming galaxies

Fig. 6. Left: comparison of Ltot
IR (8–1000 µm) as directly measured from Herschel (LHerschel

IR ) with the value extrapolated from 24 µm (L24,CE01
IR ) using

the CE01 technique. Only “clean” galaxies are represented (as defined in Sect. 3.1). Galaxies with spectroscopic and photometric redshifts (from
both GOODS–north and south) are marked with filled and open symbols respectively. Colors range from black (z ∼ 0) to orange (z ∼ 2.5), passing
through green (z ∼ 1) and red (z ∼ 2). The wavelength range sampled by the MIPS-24 µm passband is shown in orange at the top of the figure
where it is compared to the redshifted SED of M 82. The dashed line in the left-hand side panels is the one-to-one correlation. The sliding median
and 16th and 84th percentiles of the distribution are shown with white dots connected with a solid line and grey zone respectively. The bottom
panel shows the ratio of the actual over extrapolated total IR luminosity. Right: comparison of LHerschel

IR with L8 (rest-frame 8 µm broadband) for
“clean” galaxies. The observed bandpasses used to estimate L8 are illustrated in the top of the figure and compared to the redshifted SED of M 82.
The sliding scale of the median and 68% dispersion around it is shown with a grey zone which is fitted by the solid and dashed lines: IR8 = 4.9
[–2.2, +2.9]. Stacked measurements combined with detections weighted by number of objects per luminosity bin are represented by large yellow
open triangles (GOODS–south: upside down, GOODS–north: upward). The bottom panel shows the IR8 (=LHerschel

IR /L8) ratio which is found to
remain constant with luminosity and redshift.

galaxies detected with PACS and by stacking PACS images on
24 µm priors (Elbaz et al. 2010; Nordon et al. 2010).

Here, thanks to the unique depth of the GOODS-Herschel
images, we are able to compare L24

IR to Ltot
IR for a much larger num-

ber of galaxies than in Elbaz et al. (2010) and, more importantly,
for direct detections at z > 1.5. In the left-hand part of Fig. 6, we
show that the mid-IR excess problem is not artificially produced
by imperfections that could result from the indirect stacking
measurements, but instead takes place for individually detected
galaxies at z > 1.5 and at high 24 µm flux densities, correspond-
ing to L24

IR > 1012 L⊙. Although known AGN were not included
in the sample, unknown AGN may still remain. Indeed it has
been proposed that the mid-IR excess problem could be due to
the presence of unidentified AGN affected by strong extinction,
possibly Compton thick (Daddi et al. 2007b; see also Papovich
et al. 2007). At these high redshifts, the re-processed radiation of
a buried AGN may dominate the mid-IR light measured in the
24 µm passband, while the far-IR emission probed by Herschel
would be dominated by dust-reprocessed stellar light. Indeed,
studies of local dusty AGN have demonstrated that their con-
tribution to the IR emission of a galaxy drops rapidly above

20 µm in the rest-frame (Netzer et al. 2007). However, this ex-
planation for the mid-IR excess problem was recently called into
question by mid-IR spectroscopy of z ∼ 2 galaxies obtained us-
ing the Spitzer IRS spectrograph showing the presence of strong
PAH emission lines where one would expect hot dust continuum
emission to dominate if this regime were dominated by a buried
AGN (Murphy et al. 2009; Fadda et al. 2010) and by deeper
Chandra observations (Alexander et al. 2011).

4.2. Resolving the mid-IR excess problem: universality of IR8

We have seen that extrapolations of Ltot
IR from 24 µm measure-

ments using the CE01 technique fail at z > 1.5. We also find that
using the same technique with another set of template SEDs,
such as the DH02 ones, fails in a similar way.

We wish to test the main hypothesis on which the CE01 tech-
nique relies, namely, that IR SEDs do not evolve with redshift.
If that was the case, then a single SED could be used to de-
rive the Ltot

IR of any galaxy whatever the rest-frame wavelength
probed, as long as it falls in the dust reprocessed stellar light
wavelength range. Indeed, local galaxies are observed to follow
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How Many Dusty Old Galaxies at z > 3 ?

deep >2 μm imaging will find red 
dusty/old compact galaxies at z>3


what are the progenitors of z~2 
massive (compact) galaxies?

UltraVISTA SMF at 4 < z < 7 19

Figure 16. Stellar mass functions at 4 < z < 5 (top panels), 5 < z < 6 (middle panels), 6 < z < 7 (bottom panels). The plots in the left
column refer to the SMF of the robust sample of massive galaxies presented in Section 4.1, while in the column on the right we present the
SMF measurements for different configurations adopted for the measurement of photometric redshifts and stellar population parameters.
For the measurements in our work, the vertical error bars include the effect of cosmic variance and the systematic uncertainties arising from
the adopted SFHs, the correction of the nebular lines in the photometry, the inclusion of the old and dusty template and the application
of the bayesian luminosity prior for the measurements of the photometric redshifts. The horizontal error bars reflect the bin size adopted
for the computation of the SMF. When the bayesian luminosity prior is introduced in the computation of the photometric redshifts, most
of the resulting SMFs measurements turn into upper limits. The measurements from the luminosity prior case have been arbitrarily offset
by -0.05 dex to help visualisation. The SMF at 4 < z < 5 is consistent with previous measurements at 2σ level up to M∗ ∼ 1011.6M⊙.

and with Caputi et al. (2011) and at 2σ-level with the
measurements by Lee et al. (2012), while it is consistent
with Santini et al. (2012) at 3σ. We however note that
Santini et al. (2012) do not include the effects of cosmic
variance in the error budget, which for 3.5 < z < 4.5 we
estimate using the recipe of Moster et al. (2011) to be
as high as 50% and 70% for log(M∗/M⊙) = 10.5 and 11
respectively. At higher stellar mass, our SMF becomes
consistent with both the Schechter parameterization and

Vmax measurements by Santini et al. (2012) at 1σ level.
Under the caveat that extrapolations are characterized
by a high degree of uncertainty and should be consid-
ered with care, we finally compare our measurements to
the extrapolation of the Schecher fit of Lee et al. (2012).
While the measurements obtained without the bayesian
luminosity prior are larger than the extrapolation of the
Schechter fit by Lee et al. (2012) (marked by the yellow
dotted curve in the top panels of Figure 16) by at least a

UltraVISTA SMF at 4 < z < 7 17

Figure 15. The robust massive z ∼ 5.4 galaxy (corresponding to ID 43320 in Figure 14). The three panels on the left show the SED
from the measured photometry in the observer frame (colored points with error bars), together with the best-fit template from EAzY
(blue curve) and from FAST (pink curve), this latter obtained without applying any correction for nebular emission contamination to the
photometry. The main physical properties are listed at the top-left corner (see Figure 3 for further details). Each one of the three panels
refers to a different configuration adopted for the measurement of the photometric redshift. Left to right, these represent the cases of:
excluding the bayesian luminosity prior and the old and dusty template; excluding the bayesian luminosity prior, but introducing the old
and dusty template among the set of SED templates adopted for the photometric redshift measurements; activating the bayesian luminosity
prior and including the old and dusty template. The panel on the right shows the redshift probability distribution p(z) for the three cases.
The inset (7.5′′ wide on each side), centred at the position of the object, shows the results from stacking the filters bluer than the Lyman
limit. The best-fit templates well describe the photometric data. The p(z) are characterized by a narrow peak at z ∼ 5.4, with a secondary
peak at z ∼ 2.5 which appears when the luminosity prior is introduced, but whose probability is p ∼ 21%.

curves); the panel on the right shows the redshift prob-
ability distributions for the three above cases (filled re-
gions). The galaxy has a photometric redshift consistent
with z = 5.39 ± 0.08, depending on the configuration
adopted for the measurement. The best-fit SEDs well
describe the photometric points, supporting the redshift
measurement. In the right panel of Figure 15 we also
show the stack of those bands bluer than the Lyman
limit under the assumption that z = 5.4. The resulting
image does not present any clear evidence of flux excess,
increasing the confidence on the measured value for the
redshift. According to the distribution of redshift result-
ing from the SED fitting, the probability of this galaxy
to be at 2 < z < 3 is smaller than 21% (this upper value
corresponds to the introduction of the bayesian luminos-
ity prior and of the dusty template). However, forcing
the redshift to be z < 3 produces a best-fit solution which
is worse than the z ∼ 5.4 one.

4.2.3. Stellar mass

The recovered stellar population parameters vary both
because of the different redshift measurement and be-
cause of the different recipes we adopted to take into
account the potential contamination by nebular lines.
Despite this, the stellar mass measurements for this ob-
ject are all consistent with the value of log(M∗/M⊙) =
11.53 ± 0.07. The FAST best-fit SEDs are marked by
the pink curves in Figure 15. The stellar mass changes
only marginally even when assuming that IRAC 3.6µm
and 4.5µm are contaminated by strong emission lines,
as from Smit et al. (2014) recipe for which the rest-
frame EW([O III]+Hβ)∼1230Å at z ∼ 5.4. We note
that the measurements of the stellar population param-
eters obtained excluding from the fit those bands poten-
tially contaminated by nebular emission when no lumi-
nosity prior is adopted for the measurement of photo-
metric redshifts suffer from the issue presented in Sec-
tion 3.6 (see also Figure 10): the exclusion of the IRAC
3.6µm and 4.5µm fluxes, together with the fact that the
K-band flux is higher than the IRAC 5.8µm disfavors a
solution with pronounced Balmer/4000Å break; the best-

fit SED is instead characterized by extremely high SFR
(SFR∼ 104M⊙yr−1). The corresponding stellar popula-
tion parameters were then excluded during the selection
process. A definitive assessment of the intrinsic physical
properties of this object will necessarily require spectro-
scopic observations.

4.2.4. sSFR

The values for the sSFR recovered from the SED analy-
ses are all consistent with log(sSFR/yr−1)=−10.26±0.6,
with log(age/yr) = 8.5 ± 0.4 and an extinction AV =
0.5±0.2 mag. Similarly to the stellar mass measurement,
also the sSFR change marginally under the assumption
that IRAC 3.6µm and 4.5µm are contaminated by strong
emission lines. At redshift z = 5.4 the sSFR values sat-
isfies the criterion of sSFR< 1/[3tH(z)] for the identifi-
cation of quiescent galaxies. However, the value of the
sSFR from the SED fitting analysis is potentially in con-
trast with the observed MIPS 24µm flux.
Assuming that the observed MIPS 24µm flux comes

entirely from the dust-enshrouded star formation, at
the measured redshift, it corresponds to a luminosity
log(LIR/L⊙) = 15.0± 0.3 (adopting the recipe in Wuyts
et al. (2008) with Dale & Helou (2002) template set; no
significant discrepancy was obtained using the Chary &
Elbaz (2001) recipe). Using this value of the infrared
luminosity, we estimate the star-formation rate to be
SFRIR = 0.98 × 10−10LIR ≈ 104M⊙yr−1 for a Kroupa
(2001) IMF (Kennicutt 1998; Bell et al. 2005; Muzzin
et al. 2013a), an unlikely high physical value. If instead
we assume for this galaxy a redshift z ∼ 2.5, roughly
corresponding to the secondary peak in the p(z) distribu-
tion, its total infra-red luminosity (LIR ≡ L8µm−1000µm)
and the SFR would be typical of hyper-luminous infra-
red galaxies (HLIRGs). Indeed, using the same pre-
scriptions used above, the luminosity recovered from the
MIPS 24µm flux would be log(LIR/L⊙) = 13.5 ± 0.3,
with a star-formation rate SFRIR = 0.98 × 10−10LIR ≈

3000M⊙yr−1 for a Kroupa (2001) IMF.
If the MIPS emission of this galaxy originated from

obscured star formation, the high infra-red luminosity at
z ∼ 2.5, and most likely even that at z = 5.4, would

e.g. Stefanon et al. 2015; Marchesini et al. 2010
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Where are the mergers?
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Figure 17. Star formation history of a gas-rich merger simulation producing a compact remnant. The spectral energy distribution (SED) of simulated remnants (red
in inset panel) provides a good match to the mean SED of the observed compact quiescent galaxies from vD08. White, blue and red circles in the log-scaled postage
stamp show the circularized region containing half the total mass, U- and V-band light, respectively. A mass-to-light ratio gradient is present in the simulated remnant,
which typically results in larger half-light radii at shorter wavelengths.
(A color version of this figure is available in the online journal.)

on the latter aspect, the inset panel in Figure 17 contrasts the
distribution of rest-frame UV to near-infrared SEDs of merger
remnants computed from our simulations (median, 50th and
100th percentiles are displayed in red) to the mean rest-frame
SED of quiescent galaxies from the vD08 sample (Muzzin et al.
2009a, black data points, with error bars representing the error
on the mean). The model and observations show an excellent
agreement over the full wavelength range probed, boosting con-
fidence that the modeled stellar populations reflect reality at
least in an integrated sense.

In this paper, we focused on the structure and resolved stellar
populations of merger remnants. We used the sample of massive
quiescent galaxies from vD08 as reference sample. Their near-
infrared spectra are characterized by a Balmer/4000 Å break
(Kriek et al. 2006). Deep NIC2 observations (vD08) have
revealed their compact nature at the highest resolution currently
available. Analyzing a suite of binary merger simulations of
varying mass, gas fraction, progenitor scaling, and orbital
configuration, we confirm the idea originally proposed by
Khochfar & Silk (2006a) that major mergers can explain their
location in the size–mass diagram provided they are gas rich.

Merging galaxies scaled to represent high-redshift star-forming
disks, we find that systems of ∼1011 M⊙ with half-mass radius
∼1 kpc can be formed when the gas fraction by the time of
final coalescence is about ∼40%. Observational evidence for
gas fractions of this magnitude has been accumulating in recent
years (e.g., Tacconi et al. 2010). The corresponding velocity
dispersions of these simulated massive compact galaxies are
of order 300–400 km s−1. They show considerable rotation
(vmaj/σ of up to unity) compared to the majority of lower
redshift early-type galaxies, a result that has yet to be confirmed
observationally.

Running radiative transfer on the output of our SPH simula-
tions, we find that the merger remnants have a radially depen-
dent mass-to-light ratio. Typically, when observing the remnant
500 Myr to 1 Gyr after the peak in SFR, the half-mass radius
is a factor of ∼2 smaller than the rest-frame V-band half-light
radius. This implies that the high effective densities inferred
from NICMOS and WFC3 observations of high-redshift quies-
cent galaxies may in fact only be lower limits. In the rest-frame
U band, the typical light-to-mass size ratio increases to a fac-
tor 3–4. The ratio re,light/re,mass shows a significant sightline
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from Fig. 8 shows that the slope of the merger rate with respect to
redshift is practically independent of the mass ratio. In other words,
the relative amount of major and minor mergers undergone by every
galaxy (on average) is the same for all redshifts. In general, we find
that the redshift dependence of the galaxy merger rate is very similar
to the one of the halo merger rate, which evolves as ∼(1 + z)2.2–2.3

(Fakhouri et al. 2010; Genel et al. 2010).

5.4 Comparison to observations and semi-empirical models

In this section, we compare our main results with observational
estimates of the galaxy merger rate, as well as with predictions
from semi-empirical models. We do not include results from SAMs
(e.g. Guo & White 2008) or hydrodynamic simulations (e.g. Maller
et al. 2006) because their differences with respect to observations
and semi-empirical models have already been studied in Hopkins
et al. (2010b).

Fig. 9 shows the major (µ∗ ≥ 1/4) merger rate of medium-sized
(M∗ ≥ 1010 M⊙, left) and massive (M∗ ≥ 1011 M⊙, right) galaxies
as a function of redshift. The blue, red, and green solid lines corre-
spond to the different resolutions of Illustris, while the dot–dashed
and solid black lines show predictions from the semi-empirical
models of Stewart et al. (2009) and Hopkins et al. (2010a), respec-
tively. These semi-empirical models disagree among themselves by
factors of up to ∼2–3, and our results from Illustris generally lie
within this uncertainty range.

We point out that the galaxy merger rate in Fig. 9 is slightly dif-
ferent from the one in Fig. 8 because we now include all galaxies
with stellar masses larger than a given value, rather than around
a given value. This is done in order to have a more meaningful
comparison with observations, which typically consider all galax-
ies with stellar masses (or luminosities) above a certain threshold.
Additionally, the fitting functions from Stewart et al. (2009) and
Hopkins et al. (2010a) represent slightly different quantities. The
one from Hopkins et al. (2010a) describes the merger rate for all

galaxies with masses larger than a given value, while Stewart et al.
(2009) provide three different versions of their fitting formula, with
parameters corresponding to the mass ranges 1010 < M∗/M⊙ <

1010.5 (shown in the left-hand panel of Fig. 9), 1010.5 < M∗/M⊙ <

1011, and M∗ > 1011M⊙ (shown in the right-hand panel of Fig. 9).
Since the galaxy merger rate in both of these models (as well as in
the current work) is an increasing function of descendant mass, the
fit by Stewart et al. (2009) on the left-hand panel of Fig. 9 should
be considered as a lower bound (although by less than 30 per cent,
as a consequence of the weak mass dependence of the merger rate,
and also because the number density of galaxies is dominated by
less massive ones).

The left-hand panel of Fig. 9 also shows the range allowed by
observations according to theoretical work by Lotz et al. (2011),
where observational estimates of the major merger fraction from
Kartaltepe et al. (2007), Lin et al. (2008), de Ravel et al. (2009),
and Bundy et al. (2009) are converted into merger rates by means
of ‘cosmologically averaged’ observability time-scales, which are
determined from hydrodynamic merger simulations in combination
with a galaxy formation model (Somerville et al. 2008). The cor-
responding galaxy merger rates predicted by Illustris are in good
agreement with the predictions from Lotz et al. (2011), as well
as with the semi-empirical models of Stewart et al. (2009) and
Hopkins et al. (2010b), which are all allowed by the observational
constraints.

The right-hand panel of Fig. 9, which corresponds to more mas-
sive galaxies (M∗ ≥ 1011 M⊙), includes observational estimates of
the merger rate based on merger fraction measurements by Bundy
et al. (2009), Bluck et al. (2009, 2012), Williams et al. (2011), Man
et al. (2012), and López-Sanjuan et al. (2012), which are shown as
symbols with error bars. In all cases, we adopt the merger time-
scales suggested by the authors, which are typically between 0.4
and 0.5 Gyr, except for the pair fraction observations of Williams
et al. (2011) and López-Sanjuan et al. (2012), where we adopt a
time-scale of 0.4 Gyr instead of the significantly larger suggested

Figure 9. The galaxy major merger rate (µ∗ ≥ 1/4) as a function of redshift, for descendant stellar masses greater than 1010 M⊙ (left) and 1011 M⊙ (right).
The blue, red, and green lines correspond to the three resolution levels of Illustris. The shaded regions (Illustris-1 only) correspond to the Poisson noise from
the number of mergers in each bin. Fitting functions from the semi-empirical models of Stewart et al. (2009) and Hopkins et al. (2010a) are indicated with
dot–dashed and solid black lines, respectively. The magenta dashed range on the left-hand panel encapsulates the observational constraints for medium-sized
galaxies (M∗ ! 1010 M⊙), determined from observations of the merger fraction by Kartaltepe et al. (2007), Lin et al. (2008), de Ravel et al. (2009), and Bundy
et al. (2009), in combination with cosmologically averaged merger time-scales from Lotz et al. (2011). The right-hand panel includes different observational
estimates of the merger rate for massive galaxies (M∗ ! 1011 M⊙), shown as symbols with error bars.
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Figure 1. HST false-color images of 20 out of 25 H160-detected ALESS SMGs that have imaging in at least two HST bands, to demonstrate
the diversity in morphologies present within the sample. In these maps the red and blue channels are WFC3 H160 and ACS I814, respectively,
except for ALESS 55.1 where the blue is WFC3 J105. The green channel is WFC3 J125 if available, or if not we made artificial green maps
fby interpolating H160 and I814. These images show that SMGs have a mix of morphology classes; but the majority, ⇠ 80%, appear to be
irregulars or interacting systems in the rest-frame optical. The contours show the submillimeter emission from our ALMA 870-µm maps
with levels at 3 and 5 �. The size of each box is ⇠ 70⇥ 70 kpc based on the photometric redshifts (⇠ 800⇥ 800 at z ⇠ 2).

South (ECDFS), taken from the LABOCA submillimeter
single-dish survey at 870 µm in ECDFS (“LESS” survey;
Weiß et al. 2009). These ALMA maps directly pin-point
the position of each SMG to sub-arcsecond accuracy,
free from the uncertainties due to the use of probabilis-
tic radio/mid-infrared associations (Karim et al. 2013;
Hodge et al. 2013). To study the stellar morphologies
we have collected a set of deep HST WFC3 H

160

band
imaging on 48 of our ALESS SMGs with 1-� depths of
µH ⇠ 26 mag arcsec�2, ⇠ 3 times deeper than the surface
brightness limits of previous NICMOS studies. The un-
ambiguous identifications from the ALMA observations
of a uniformly selected sample of SMGs, in combina-
tion with the improved near-infrared imaging capabil-
ity of WFC3 on board HST now put us in a position to
readdress the question of the morphological properties of
SMGs and to test the theoretical models which predict
di↵erent triggering mechanisms.

We describe the data and our methodology in section 2.

The results are given in section 4. We discuss the impli-
cations of our results in section 5 and summarize this pa-
per in section 6. Throughout this paper we adopt the AB
magnitude system (Oke & Gunn 1983), and we assume
the Wilkinson Microwave Anisotropy Probe cosmology:
H

0

= 70.5 km s�1 Mpc�1, ⌦M = 0.27, and ⌦
⇤

= 0.73
(Larson et al. 2011).

2. SAMPLE, OBSERVATIONS, AND DATA REDUCTION

Our sample is drawn from the ALMA study of the
LESS sources (ALESS) which provide the first large-
scale, unbiased identifications for a complete sample of
SMGs. The full ALESS sample was presented in Hodge
et al. (2013), which defined a robust “MAIN” catalog
of 99 SMGs that are: 1) located within the primary
beam of ALMA; 2) detected with S/N � 3.5; 3) de-
tected in the ALMA maps with a 1-� r.m.s. of less than
0.6 mJy beam�1; and 4) have a major-to-minor axis ratio
of the synthesized beam of  2. In addition, they also
provided a “SUPPLEMENTARY” catalog of 32 SMGs

galaxy mergers expected to be common 
at high-redshift; 


but dust-obscured, with faint tidal tails 
difficult to identify in deep HST images.
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Figure 5. Comparison of M∗, metallicity, and SFR between z ∼ 2.3 and local galaxies. The z ∼ 2.3 high- and low-SFR subsamples are separated into four stellar
mass bins, with metallicities determined using the N2 (left) and O3N2 (right) indicators. The blue and red points and error bars indicate bins of the high- and low-SFR
subsamples, respectively. The green points with error bars indicate stellar mass bins from the full sample. Error bars for all binned points are the same as in Figure 2.
The gray two-dimensional histogram shows the density of local SDSS galaxies in this parameter space. Colored squares are M∗-SFR bins of local SDSS star-forming
galaxies from Andrews & Martini (2013), with the color indicating the range of SFRs in a bin (see colorbar). Red MOSDEF z ∼ 2.3 bins are comparable to SDSS
bins with log (SFR) = 1.0–1.5 (medium blue), while blue MOSDEF bins are comparable to those with log (SFR) = 1.5–2.0 (dark blue).

there are SDSS bins across the entire range of stellar masses
probed by the MOSDEF sample, the MOSDEF bins should
have the same metallicities as the SDSS bins with comparable
M∗ and SFR if the local FMR holds at this redshift. This is not
the case. We conclude that z ∼ 2.3 star-forming galaxies do not
lie on the local FMR. An alternate explanation of this offset is
that local metallicity calibrations do not hold at high redshifts,
discussed further in Section 4. However, there is evidence that
the N2 indicator may overestimate the oxygen abundance in
high-redshift galaxies (Liu et al. 2008; Newman et al. 2014), in
which case the true offset would be larger than the one displayed
in Figure 5, strengthening the claim that z ∼ 2.3 galaxies do not
fall on the local FMR. The O3N2 indicator is not expected to be
significantly affected by redshift evolution (Steidel et al. 2014).

4. SUMMARY AND DISCUSSION

In this paper, we used early observations from the MOSDEF
survey to investigate the z ∼ 2.3 mass-metallicity relationship.
Results were based on 87 galaxies with individual measurements
from a rest-frame optical selected sample with coverage of all
strong optical emission lines. We find a clear positive correlation
between M∗ and metallicity using composite spectra of galaxies
binned by stellar mass. At this point, we defer measurements
of the scatter and slope of the z ∼ 2.3 MZR due to uncertainty
regarding the reliability of local metallicity calibrations at high
redshifts, discussed below.

We investigated the SFR dependence of the z ∼ 2.3 MZR by
dividing the sample at the median SFR and making composite
spectra of galaxies binned according to stellar mass within the
high- and low-SFR subsamples. We do not observe a significant
dependence of metallicity on SFR at a given M∗. However,
there is not strong SFR dependence of metallicity within local
SDSS galaxies at comparable SFRs, as seen in the medium and
dark blue squares in Figure 5. Given the uncertainties in oxygen
abundance measurements for the z ∼ 2.3 SFR bins, we are
unable to resolve SFR dependence at the level that is observed

in bins of local galaxies. Larger samples at z ∼ 2.3 will be
required to confirm or rule out such SFR dependence.

An outstanding question in galaxy evolution is whether or
not high-redshift galaxies fall on the local FMR. If the FMR is
universal and redshift independent, then high- and low-redshift
galaxies have similar metallicity equilibrium conditions for the
balance between gas inflows and outflows, and star formation.
To address this question, we compared the z ∼ 2.3 MOSDEF
stacks to composite spectra of local star-forming galaxies from
Andrews & Martini (2013). We find z ∼ 2.3 star-forming
galaxies are ∼0.1 dex lower in metallicity for a given M∗
and SFR than the local FMR predicts, in agreement with some
high-redshift studies (Zahid et al. 2014a; Cullen et al. 2014;
Troncoso et al. 2014; Wuyts et al. 2014). Other studies have
found agreement with the local FMR at these redshifts (e.g.,
Belli et al. 2013).

Of key importance to our study is the ability to directly
compare SFR, stellar mass, and metallicity between the z ∼ 2.3
MOSDEF sample and the local comparison sample. The SFRs
used by Andrews & Martini (2013) were estimated following
Brinchmann et al. (2004) which utilizes multiple emission
lines simultaneously to estimate the SFR, but heavily weights
Hα and Hβ, and is thus consistent with SFRs estimated
using dust-corrected Hα. We have independently confirmed
this consistency with SDSS DR7 measurements. Furthermore,
both MOSDEF and SDSS SFRs are corrected to total galaxy
SFRs, with estimates for slit losses in the case of MOSDEF,
and fiber losses in the case of SDSS. Stellar masses for both
MOSDEF and SDSS galaxies8 are based on SED-fitting to
broadband photometry. Finally, we use a stacking procedure
nearly identical to that of Andrews & Martini (2013) and

8 Stellar mass estimates from the MPA-JHU SDSS DR7 spectroscopic
catalog are based on fits to the photometry rather than spectral indices of
stellar absorption features which were used for previous releases. See
http://www.mpa-garching.mpg.de/SDSS/DR7/mass_comp.html for a
comparison of SDSS stellar masses based on indices and photometry.
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Fig. 3.— Demonstration of the lens model corrections. The panels
in the top row are source plane reconstructions given by the original
Sharon version 2 model, whereas those in the bottom row show the
improved reconstructions after our correction is applied. Note that
the original and corrected arc 14.2 is identical since it is used as a ref-
erence. In all panels, the gray scale represents the surface brightness
contrast and the red contour shows an isophotal radius measured for
the combined arc. Here we show the process for arc 14 as an illustra-
tion. The corrections for arcs 3 and 4 give similar results.
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Fig. 4.— Source plane morphologies of arcs 3, 4, and 14 (from left
to right). Each panel shows contours of constant de-projected galacto-
centric radii at intervals of 1 kpc, derived in Section 5. Top row: HST
image (RGB: WFC3/F160W, WFC3/F110W, ACS/F814W). Middle:
stellar mass maps derived from spatially resolved HST photometry.
All galaxies have smooth, centrally peaked stellar mass profiles with
no significant secondary peaks. Bottom: gas-phase metallicity maps.

5.1. Stellar mass

We use the stellar population synthesis code FAST ver-
sion 1.0 (Kriek et al. 2009) to fit the resolved spectral
energy density (SED) of each galaxy of interest. For
z = 1.855, the rest-frame UV through optical SEDs are
well constrained by broad-band HST photometry taken as
part of the CLASH survey (Postman et al. 2012). We
utilize the ACS/F435W, ACS/F606W, ACS/F814W, and
WFC3/F125W filters which sample nearly the full rest-
frame wavelength range from 1250–4900 Å. This set of fil-
ters is chosen to provide the widest possible wavelength
coverage while avoiding contamination from the strong
emission lines Ly↵, [O ii], and [O iii] which can signifi-

cantly a↵ect the broad-band photometry and derived stel-
lar population properties. In particular, [O iii] emission
accounts for ⇠25% of the total WFC3/F160W flux (an in-
crease of 0.3 magnitudes) and [O ii] significantly a↵ects the
WFC3/F105W flux for the galaxies discussed here.
Our methodology is as follows. We first align all images
with the GLASS F105W direct image and smooth to a com-
mon point spread function of 0.002 FWHM. The broad-band
fluxes in each pixel are fit with a Bruzual & Charlot (2003)
stellar population library, Chabrier (2003) initial mass func-
tion, Milky Way dust attenuation law, stellar ages between
5 Myr and the age of the universe at the galaxy’s redshift,
and an exponentially declining star formation history with
⌧ = 107 � 1010 yr. The quantity of greatest interest is the
derived stellar mass surface density, which is the most ro-
bust parameter. Other stellar population parameters (SFR,
age, extinction, etc.) are obtained simultaneously albeit
with larger uncertainty. We have repeated the SED anal-
ysis using additional broad-band filters corrected for emis-
sion line contamination using the flux maps described in
Section 3, verifying that this produces consistent results.
Total stellar masses derived from integrated photometry
and corrected for magnification are listed in Table 1.

5.2. Morphology

Morphological information is critical for measuring accu-
rate metallicity gradients, as the radial coordinate depends
on a galaxy’s central position and inclination. Ideally the
dynamical center, major axis orientation, and inclination
would be constrained from kinematics as has been done for
previous work (e.g., Jones et al. 2013), but we lack kine-
matic data. Instead we derive estimates of these quantities
by assuming that the stellar mass surface density derived
in Section 5.1, ⌃⇤, is elliptically symmetric. We reconstruct
⌃⇤ using the lens model (Section 4) and fit for the centroid,
orientation, and axis ratio. Only the most highly magnified
image in each arc system is used in order to maximize the
spatial resolution. In the following analysis we adopt the
galaxy center and inclination such that contours of ⌃⇤ trace
contours of constant de-projected radius.
Source plane ⌃⇤ distributions and best-fit ellipses are shown
in Figure 4. All galaxies exhibit smooth, centrally peaked
stellar mass profiles with contours that are fit by ellipsoids.
Within the stellar mass uncertainty, we find no evidence for
ongoing late-stage major mergers which could manifest as
a secondary peak in the stellar mass density.

5.3. Metallicity and nebular extinction

We use the strong line ratio calibrations presented by
Maiolino et al. (2008) to estimate gas-phase oxygen abun-
dance (expressed as 12 + logO/H) and nebular extinction
A(V) from measured [O ii], [Ne iii], H�, H�, and [O iii]
fluxes. An advantage of these lines is that they directly
trace the oxygen abundance, as opposed to [N ii]-based di-
agnostics which may su↵er from redshift-dependent system-
atic errors arising from evolution in the N/O ratio or other
e↵ects (e.g., Shapley et al. 2014; Steidel et al. 2014). We
use a Cardelli, Clayton, & Mathis (1989) extinction curve
with RV = 3.1, noting that the choice of RV has no signif-
icant e↵ect on the derived metallicity (typically < 0.1 dex
for 2  RV  5). To further constrain A(V), we impose
H�
H� = 0.47 as expected for Case B recombination and typ-

ical H ii region conditions (e.g., Hummer & Storey 1987).
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Figure 15
Comparison of the best-fit star-formation history (thick solid curve) with the massive black hole accretion
history from X-ray [red curve (Shankar et al. 2009); light green shading (Aird et al. 2010)] and infrared (light
blue shading) (Delvecchio et al. 2014) data. The shading indicates the ±1σ uncertainty range on the total
bolometric luminosity density. The radiative efficiency has been set to ϵ = 0.1. The comoving rates of black
hole accretion have been scaled up by a factor of 3,300 to facilitate visual comparison to the star-formation
history.

large-scale galactic outflows and quenching star formation (Di Matteo et al. 2005), or just modifies
gas dynamics in the galactic nucleus (Debuhr et al. 2010).

Here, we consider a different perspective on the link between the assembly of the stellar
component of galaxies and the growth of their central black holes. The cosmic mass accretion
history of massive black holes can be inferred using Soltan’s argument (Soltan 1982), which relates
the quasar bolometric luminosity density to the rate at which mass accumulates into black holes,

ρ̇BH(z) = 1 − ϵ

ϵc 2

∫
Lφ(L, z)dL, (21)

where ϵ is the efficiency of conversion of rest-mass energy into radiation. In practice, bolometric
luminosities are typically derived from observations of the AGN emission at X-ray, optical or IR
wavelengths, scaled by a bolometric correction. In Figure 15, several recent determinations of
the massive black hole mass growth rate are compared with the cosmic SFRD (Equation 15). Also
shown is the accretion history derived from the hard X-ray LF of Aird et al. (2010), assuming a
radiative efficiency ϵ = 0.1 and a constant bolometric correction of 40 for the observed 2–10 KeV
X-ray luminosities. This accretion rate peaks at lower redshift than does the SFRD and declines
more rapidly from z ≈ 1 to 0. However, several authors have discussed the need for luminosity-
dependent bolometric corrections, which in turn can affect the derived accretion history (e.g.,
Marconi et al. 2004, Hopkins et al. 2007, Shankar et al. 2009). Moreover, although the hard X-ray
LF includes unobscured as well as moderately obscured sources that may not be identified as AGN
at optical wavelengths, it can miss Compton thick AGN, which may be identified in other ways,
particularly using IR data. Delvecchio et al. (2014) have used deep Herschel and Spitzer survey
data in GOODS-S and COSMOS to identify AGN by SED fitting. This is a potentially powerful
method but depends on reliable decomposition of the IR emission from AGN and star formation.

Black hole mass growth rates derived from the bolometric AGN LFs of Shankar et al. (2009)
and Delvecchio et al. (2014) are also shown in Figure 15. These more closely track the cosmic
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6.3 We omit BH masses based on kinematics of ionized gas when
broad emission line widths are not taken into account.

Section 3.2 showed why we believe that BH masses based on ionized gas rotation curves are often
underestimated when large emission-line widths are not taken into account. It is not a priori certain
that large line widths imply that some dynamical support of the gas comes from random motions,
so that an “asymmetric drift correction” (Mihalas & Routly 1968; Binney & Tremaine 1987) is
required, as it would be for a stellar system in which σ ∼ V . However, when the same galaxy is
analyzed using emission- and absorption-line kinematics and both show large line widths, we almost
always get larger M• estimates from absorption lines than from emission lines. The examples of
M87 and NGC3998 are shown in Figure 12 with pairs of points, a cyan point for the low-M•,
emission-line result connected with a cyan line to a black point for the high-M• result from stellar
dynamics. The correction is particularly big for NGC 3998. Thus, it is reasonable to suspect, even
when we cannot check them, that M• values are underestimated by ionized gas rotation curves
when large line widths are not taken into account. These cases are listed in cyan in the tables
and are shown by cyan points in Figure 12. Also shown in black with cyan centers are three BH
masses that are based on emission-line measurements in which line widths were taken into account.
These latter points agree with the M• correlations determined from stellar and maser dynamics.

So do cyan points for galaxies with σe ∼ 160± 20 kms−1. But when σe > 250 kms−1, many cyan
points fall near the bottom of or below the scatter for black points. For M87, both points fall
within the scatter, but using the emission-line M• would – and, historically, did – contribute to
our missing a scientific result, i. e., that σe “saturates” at high M• (Section 6.7). Other conclusions
are at stake, too. Because Graham & Scott (2013) retain the cyan points but do not have the
high-M• BHs from Rusli et al. (2013), they incorrectly conclude that the M• –MK,bulge correlation
has a kink to lower slope at high M• whereas we conclude that it has no kink, and they see little
or no kink in M• – σe whereas we conclude that σe saturates at high M•. From here on, we omit
the all-cyan points from plots and fits. We also omit NGC2778 (M/LK is too big) and NGC3607
(we cannot correct M• for the omission of dark matter from the dynamical models – see table
supplementary notes on individual objects).

Figure 12
Correlations between BH mass M• and (left) the K-band absolute magnitude of the classical bulge
or elliptical and (right) its effective velocity dispersion for the sample in Tables 2 and 3. Galaxies
or M• measurements that we omit from further illustrations and fits are shown in orange and cyan.
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Figure 5. [N ii]/Hα vs. [O iii]/Hβ plane (BPT diagram). SINS galaxies are shown as either red circles (star-forming) or red stars (those identified as AGN), and LUCI
galaxies are shown as blue circles, with galaxies that have only three line detections and one upper limit shown in the right panel as blue filled squares.
(A color version of this figure is available in the online journal.)

exceptions exist for a couple of sources (K20-ID5 and
ZC407302, see discussion later in this section), where, in partic-
ular, the peak [O iii] emission was somewhat offset from the Hα
peak emission. For four of the galaxies in our SINS/zC-SINF
sample, the S/N is sufficiently high in all four lines ([N ii], Hα,
[O iii], Hβ) that we are able to plot individual pixels in the BPT
diagram for a large region of these galaxies. For the remaining
galaxies (except Deep3a-6004), we are still able to obtain high
quality spectra of the inner (R < 0.′′4) and outer regions (see
Figure 9), where the center is determined as in Section 2.

We find that many galaxies have inner regions that are offset
to higher excitation relative to their outer regions, indicating
that perhaps the inner region is influenced by an (possibly
obscured) AGN and the outer region is dominated by star-
formation (see Figure 9). Alternatively, the inner region could
have a larger contribution from shock excitation or elevated
ionization parameter, perhaps due to an outflow, as seen in the
star-forming clumps of a z ∼ 2 SFG presented in Newman
et al. (2012). This inner/outer region offset is seen for two
galaxies with strong evidence for an AGN, Deep3a-15504
and K20-ID5, as well as Q2343-BX389, which has no other
evidence for an AGN (see discussion below). However, we
note that the Hβ line for Q2343-BX389 becomes somewhat
contaminated by an OH sky line on its redshifted side, and thus
its outer spectrum may be unreliable, as reflected in the error
bars. For the remaining galaxies, the offsets between the inner
and outer regions in the BPT diagram are consistent with the
1σ errors.

Figures 10, 11, 12, and 13 show pixel-by-pixel BPT diagrams
for Deep3a-15504, ZC407302, Q1623-BX599, and Q2343-
BX610 along with [N ii]/Hα and [O iii]/Hβ maps with a S/N
cut-off of 3. There are some small discrepancies between
Figure 9 and Figures 10 through 13, and these stem from
the different techniques used to extract the line ratios in the
pixel-by-pixel and inner/outer region analysis and the resulting
flux weightings (i.e., fitting the lines to individual pixel spectra
versus to integrated spectra).

Figure 6. [N ii]/Hα vs. [O iii]/Hβ plane (BPT diagram). SINS and LUCI
galaxies are shown as red circles, and data from Shapley et al. (2005), Kriek
et al. (2007), Liu et al. (2008), and Trump et al. (2013) are blue squares, green
upright triangles, magenta diamonds, and cyan inverted triangles, respectively.
Only secure detections in all four lines (not upper limits) are shown.
(A color version of this figure is available in the online journal.)

Deep3a-15504. Deep3a-15504 is a large, rotating massive
disk which has previously been identified as an AGN based
on broad and/or high excitation lines in the optical (rest-UV)
spectrum (Kong et al. 2006; Genzel et al. 2006; E. Daddi 2013,
private communication). In addition to elevated [N ii]/Hα val-
ues, its nuclear region also demonstrates extremely broad Hα
emission line wings, with velocities of up to 1500 km s−1

(Genzel et al. 2006; Förster Schreiber et al. 2013). The deep,
AO-assisted Hα map obtained for this galaxy shows that the
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Figure 10. Pixel-by-pixel BPT diagram for Deep3a-15504. Red points are from the innermost region, green points from further out, and blue points from the furthest
edges of the galaxy. The region-averaged data are shown as star symbols. The rightmost inset shows the color-coding for the regions, the middle inset shows a map of
[N ii]/Hα, and the left inset shows [O iii]/Hβ . Hα contours appear on all three maps, and only pixels are shown with S/N > 3 in all four lines. The emission line maps
show higher ratios in the nuclear regions, particularly for [O iii]/Hβ and this is reflected in the BPT diagram. Thus, the outer region is influenced by star-formation in
the disk, while the nuclear region is mostly a reflection of the AGN.
(A color version of this figure is available in the online journal.)

Figure 11. Pixel-by-pixel BPT diagram for ZC407302. Symbols and insets are the same as for Figure 10. The emission line ratio maps are mostly uniform and all
regions of the galaxy are consistent with excitation from H ii regions.
(A color version of this figure is available in the online journal.)
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Figure 2. Mid-IR spectra of GN_IRS26 (left), GN_IRS12 (middle), and GN_IRS30 (right). The red dashed curves show the best-fit SED, which is made up of an
extincted power-law component (blue dashed line) and a starburst template (green dashed line). GN_IRS26 has strong PAH features indicative of star formation activity,
while GN_IRS12 and GN_IRS30 are dominated by the power-law component, indicating the presence of an AGN. GN_IRS30 shows a strong 9.7 µm Si absorption
feature on top of the continuum component. The relative contributions of each component to the mid-IR luminosity determine whether a galaxy is dominated by AGN
or star formation activity in the mid-IR.

Elbaz; Elbaz et al. 2011) using both the PACS (Poglitsch et al.
2010) and SPIRE (Griffin et al. 2010) instruments, providing
deep photometry at five far-IR and submillimeter wavelengths:
100, 160, 250, 350, and 500 µm. For the Herschel imaging,
flux densities and the associated uncertainties were obtained by
point source fitting using 24 µm prior positions, allowing us
to probe deeper limits in the Herschel images. In addition, the
GOODS-Herschel catalog is only comprised of sources with a
clean detection, based on the 24 µm prior position having no
bright neighbors in a given passband (for further details, see
Elbaz et al. 2011).

We combine this space-based imaging with ground-based
imaging in the near-IR (J and K bands) from VLT/ISAAC
(Retzlaff et al. 2010) and CFHT/WIRCAM (Wang et al. 2010;
Lin et al. 2012). At the longest (sub)millimeter wavelengths, we
use available data from LABOCA on APEX (Weiß et al. 2009)
and the combined AzTEC+MAMBO mm map of GOODS-N
(Penner et al. 2011).

2.3. Mid-IR Spectral Decomposition

We perform spectral decomposition of the mid-IR spectrum
(5–12 µm rest frame) for each source in order to disentangle
the AGN and SF components. We follow the technique outlined
in detail in Pope et al. (2008b), which we summarize here.
We fit the individual spectra with a model comprised of three
components: (1) the star formation component is represented by
either the local starburst composite of Brandl et al. (2006) or
simply the mid-IR spectrum of the prototypical starburst M 82
(Förster Schreiber et al. 2003)—with the signal-to-noise ratio
(S/N), wavelength coverage, and spectral resolution of our high-
redshift spectra, both give equally good fits to the SF component
of our galaxies; (2) the AGN component is determined by
fitting a pure power law with the slope and normalization as
free parameters; and (3) an extinction curve from the Draine
(2003) dust models is applied to the AGN component. The
extinction curve is not monotonic in wavelength and contains
silicate absorption features, the most notable for our wavelength
range being at 9.7 µm. The local starburst composite and the M
82 template already contain some intrinsic extinction. We tested
applying additional extinction to the SF component beyond that

inherent in the templates and found this to be negligible for
all sources. We fit all three components simultaneously and
integrate under the starburst spectrum and power-law continuum
to determine the fraction of the mid-IR luminosity (∼5–12 µm
depending on the redshift of the source) from SF and AGN
activity, respectively. For each source, we quantify the strength
of the AGN in terms of the percentage of the total mid-IR
luminosity coming from the power-law continuum component.
Based on this mid-IR spectral decomposition, we find that 38
(25%) out of our sample of 151 galaxies are dominated (!50%)
in the mid-IR by an AGN. Figure 2 shows examples of the best-
fit models (red dashed line) for an SF-dominated galaxy and two
AGN-dominated galaxies, with and without prominent 9.7 µm
extinction. The extincted power-law component is shown by the
blue dashed line and the PAH template by the green dashed line.

To more thoroughly compare the mid-IR spectral properties
and far-IR SEDs within our sample, we divide our galaxies into
four sub-samples based on the results of the mid-IR spectral
decomposition. First, each galaxy is classified as either SF
or AGN dominated, based on having <50% or >50% AGN
contribution to the mid-IR luminosity, respectively. We further
divide the SF galaxies into two bins: z ∼ 1 (z < 1.5) and
z ∼ 2 (z > 1.5). For AGNs, the mid-IR spectral features have
been predicted to reveal the shape of the torus surrounding
the AGN. A clumpy torus produces a power-law spectrum and
possibly weak silicate absorption, while the presence of strong
silicate absorption suggests a thick obscuring torus (Levenson
et al. 2007; Sirocky et al. 2008). We therefore classify the
AGNs according to the shape of their mid-IR spectrum; those
with measurable 9.7 µm silicate absorption (hereafter referred
to as silicate AGNs), and those without (hereafter referred to
as featureless AGNs), which we have classified by eye. We
have a much smaller number of AGN sources, so separating
further according to redshift would not produce a meaningful
sample with which to determine the average properties. We
are unable to classify four AGN sources as they lack spectral
coverage in the relevant range (9–10 µm), so we are incapable of
determining whether they exhibit silicate absorption. We refer
to these as unclassifiable AGNs in the relevant figures. Our
four sub-samples are listed in Table 1, along with their median
redshifts and 8, 24, and 100 µm flux densities.
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what is the role of environment?

 
Fig 6: The red fraction in SDSS as functions of stellar mass and environment. 
 
 
with the values p1 to p4 given in Table 2, plotted at intervals of 
0.2 dex in m and ȡ.   

The separation of the effects of mass and environment is  
naturally not perfect but holds over two orders of magnitude in 
both mass and environmental density, with local deviations 
from the horizontal lines that are comparable to the observa-
tional uncertainties. The limited excursions of the data show 
that deviations from this simple separable behavior in m and ȡ 
are rather small, equivalent to no more than r0.2 dex in either 
variable, a tenth or less of the overall range of each parameter. 

In other words, the differential effect of the environment on 
the red-blue mix of galaxies in SDSS is independent of galactic 
stellar mass, and vice versa. This good empirical separability of 
mass and environment means that we can write the red fraction 
in terms of ڙm and ڙȡ, by either of the first two equations, which 
reduce to the third: 

   

    (6) 
 

with ڙm independent of ȡ and with ڙȡ independent of m. This 
implies a simple symmetry to the fred(ȡ, m) surface, which is  
illustrated in Fig 6.     

Since ڙȡ is zero in the lowest density regions (i.e. the voids), 
this separability means that ڙm(m) is easily interpreted as the red 
fraction in these lowest density regions. Likewise, ڙȡ(ȡ) is the  

 

 
Fig 7: As for Figure 5, but for the zCOSMOS sample at 0.3 < z < 0.6. 

 
 
red fraction for very low mass galaxies, for which ڙm is by con-
struction zero. 

By inserting the two fitted relations (5) into (6), we recover  
 

     (7) 
 

which was previously proposed by Baldry et al. (2006) as one 
of two empirical fitting functions for the fred(ȡ, m) surface in 
SDSS. 

The clear separability of the effects of environment and mass, 
when parameterized in this way, suggests that there are two  
distinct processes at work. We will henceforth refer to these as 
"environment-quenching" and "mass-quenching" to reflect their 
(independent) effects on fred across the (ȡ, m) plane. These two 
quenching processes will be governed by rates (i.e. the proba-
bility of being quenched per galaxy per unit time) of Ȝȡ and Ȝm 
respectively.   

The distinction between the two effects will be even more 
clearly seen when we consider how, observationally, ڙm and ڙȡ 
depend on cosmic epoch. For this we turn to our zCOSMOS 
sample in the next Section. 

 
 

4.3 How the environment-quenching operates 
 

4.3.1 The empirical signature of environment-quenching 
 
Fig 7 shows the equivalent plots of ڙm and ڙȡ from the  
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Figure 22. Example of the ability of the grism redshifts to identify overdensities and characterize the environment of galaxies. The panels show the distribution
of galaxies in the UDS field, in a narrow redshift bin between 1.07 and 1.11. Left: Smoothed 5th nearest neighbour maps using the z_phot and z_best

redshifts for the JHIR < 24. sample. Right: Redshift histograms. The overdensity at z = 1.09 is clearly defined in the grism redshift distribution.

Table 7
Best Redshift Catalog

Column name Description
field Field identifier (aegis/cosmos/goodsn/goodss/uds)
phot_id Unique identifier from Skelton et al. (2014)
z_best_s Source of the best redshift:

1 = ground-based spectroscopy;
2 = grism;
3 = photometry;
0 = star

use_phot Photometric use flag from Skelton et al. (2014):
1 = use; 0 = do not use

use_grism Grism use flag as defined in § 5.2
z_best Best available redshift measurement (-1 for stars)
z_l95 Lower 95% confidence limit derived form the z_best p(z)
z_l68 Lower 68% confidence limit derived form the z_best p(z)
z_u68 Upper 68% confidence limit derived form the z_best p(z)
z_u95 Upper 95% confidence limit derived form the z_best p(z)

⇠ 1000 km/s.
The redshift accuracy that is achieved makes it possible to

identify overdensities, and characterize the environment of
galaxies, with much better contrast than with photometric red-
shifts alone. This is illustrated in Fig. 22, which shows the
spatial distribution of galaxies in the UDS in small redshift
bins between z = 1.07 and z = 1.11. The left panels show
smoothed 5th nearest neighbor density maps based on pho-
tometric redshifts (top) and grism redshifts (bottom), and the
right panels show the corresponding redshift histograms. The
structure at z = 1.09 is clearly defined as a narrow grism red-
shift peak, but is spread out in the photometric redshifts.

Figure 23 shows the redshift distributions based on all cat-
alogs presented in this paper. The distribution shows a broad
peak between z = 1 and z = 2, due to a combination of the
observed-frame magnitude limits, the luminosity function of
galaxies, and volume effects. For a particular magnitude limit

Figure 23. Redshift distributions of the catalogs in this paper. Distributions
that are derived from the full photometric + grism fits are shown in red/pink.
Distributions that are based on the photometry only are shown in black/grey.
The grism data produces more pronounced peaks in the redshift distributions,
as expected. Note that the (spurious) broad peak at z ⇠ 1.6 in the photometric
redshift distributions is not present in the grism redshift distributions.

the distributions of grism redshifts (red or pink) is always be-
low that of photometric redshifts (black or grey), due to the
fact that not all objects have a usable grism spectrum. The
grism redshift distribution for JHIR < 24 shows more pro-
nounced peaks than the photometric redshift distribution; this
is because physically-associated galaxies in groups and clus-
ters have more accurate redshifts in the grism catalog. The
same behavior is seen in the fainter sample with JHIR < 26,
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Figure 7. Full contamination model of the COSMOS-04 pointing. The panels show: (a) the interlaced direct reference image, created from the CAN-
DELS+3DHST JIR = J125 + JH140 + H160 mosaic of the COSMOS field; (b) the contamination model created using the direct image and model spectra for
all the objects; (c) the observed interlaced grism image; and (d) the residuals after subtracting the contamination model from the interlaced grism image.

Such objects need to be taken into account in the contamina-
tion model and can also yield scientifically useful spectra. To
account for these objects, we make the blotted reference im-
ages larger than the original FLT frames by 215 original pixels
(430 interlace pixels) on each side along the x-axis. We also
add 45 pixels on each side along the y-axis to account for ob-
jects along the top and bottom edge of the image. Figure 7a,c
shows how the interlaced reference image produced from the
mosaic compares to the interlaced grism image. The final in-
terlaced images are 2888⇥2208 pixels.

4. CONTAMINATION MODEL AND SPECTRAL EXTRACTIONS

Following the preparation steps, we extract the two-
dimensional spectra of individual objects from the interlaced
mosaic images. A key element of the extraction of slitless
spectra is creating a model that identifies which pixels con-
stitute the spectrum of a given object, which pixels belong to
neighboring sources, and areas where spectra overlap. Our
goal is not only to simply identify areas of the image with
overlapping spectra, but to create a quantitative model that
accurately accounts for overlapping spectra from sources dis-
persed onto the same or neighboring pixels. The basis of this
contamination model is an estimate of the contribution of ev-
ery source in the direct image to the grism image. The contri-

butions of the individual objects are independent and can be
co-added to create a complete model of the grism image. For
each object in the grism image then, the contamination model
consists of the co-added contributions of all other objects. We
refer to this as the contamination model to distinguish it from
spectral models described in §5 and §6. The accuracy of the
contamination model determines the quality of the extracted
spectra. Since our goal is to extract high-quality spectra for all
objects in the footprint of the survey, the fidelity of the con-
tamination model is of paramount importance. In this section
we describe the approach to creating the quantitative contam-
ination model, the steps of the extraction, and show examples
of the final two-dimensional (2D) and one-dimensional (1D)
reduced spectra.

4.1. General Considerations
The grism dispersion varies across the instrument field. The

dispersion is described in configuration (CONF) files provided
by STScI, such that for a given x and y pixel position in the
observed direct image frame, one can determine the position
of the dispersed spectrum, the “trace”, of each spectral or-
der in the observed grism exposure, as well as the wavelength
along that trace. The position of the trace and the wavelength
solution along the trace are described by low order polynomi-
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Figure 7. Full contamination model of the COSMOS-04 pointing. The panels show: (a) the interlaced direct reference image, created from the CAN-
DELS+3DHST JIR = J125 + JH140 + H160 mosaic of the COSMOS field; (b) the contamination model created using the direct image and model spectra for
all the objects; (c) the observed interlaced grism image; and (d) the residuals after subtracting the contamination model from the interlaced grism image.

Such objects need to be taken into account in the contamina-
tion model and can also yield scientifically useful spectra. To
account for these objects, we make the blotted reference im-
ages larger than the original FLT frames by 215 original pixels
(430 interlace pixels) on each side along the x-axis. We also
add 45 pixels on each side along the y-axis to account for ob-
jects along the top and bottom edge of the image. Figure 7a,c
shows how the interlaced reference image produced from the
mosaic compares to the interlaced grism image. The final in-
terlaced images are 2888⇥2208 pixels.

4. CONTAMINATION MODEL AND SPECTRAL EXTRACTIONS

Following the preparation steps, we extract the two-
dimensional spectra of individual objects from the interlaced
mosaic images. A key element of the extraction of slitless
spectra is creating a model that identifies which pixels con-
stitute the spectrum of a given object, which pixels belong to
neighboring sources, and areas where spectra overlap. Our
goal is not only to simply identify areas of the image with
overlapping spectra, but to create a quantitative model that
accurately accounts for overlapping spectra from sources dis-
persed onto the same or neighboring pixels. The basis of this
contamination model is an estimate of the contribution of ev-
ery source in the direct image to the grism image. The contri-

butions of the individual objects are independent and can be
co-added to create a complete model of the grism image. For
each object in the grism image then, the contamination model
consists of the co-added contributions of all other objects. We
refer to this as the contamination model to distinguish it from
spectral models described in §5 and §6. The accuracy of the
contamination model determines the quality of the extracted
spectra. Since our goal is to extract high-quality spectra for all
objects in the footprint of the survey, the fidelity of the con-
tamination model is of paramount importance. In this section
we describe the approach to creating the quantitative contam-
ination model, the steps of the extraction, and show examples
of the final two-dimensional (2D) and one-dimensional (1D)
reduced spectra.

4.1. General Considerations
The grism dispersion varies across the instrument field. The

dispersion is described in configuration (CONF) files provided
by STScI, such that for a given x and y pixel position in the
observed direct image frame, one can determine the position
of the dispersed spectrum, the “trace”, of each spectral or-
der in the observed grism exposure, as well as the wavelength
along that trace. The position of the trace and the wavelength
solution along the trace are described by low order polynomi-
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Figure 22. Example of the ability of the grism redshifts to identify overdensities and characterize the environment of galaxies. The panels show the distribution
of galaxies in the UDS field, in a narrow redshift bin between 1.07 and 1.11. Left: Smoothed 5th nearest neighbour maps using the z_phot and z_best

redshifts for the JHIR < 24. sample. Right: Redshift histograms. The overdensity at z = 1.09 is clearly defined in the grism redshift distribution.

Table 7
Best Redshift Catalog

Column name Description
field Field identifier (aegis/cosmos/goodsn/goodss/uds)
phot_id Unique identifier from Skelton et al. (2014)
z_best_s Source of the best redshift:

1 = ground-based spectroscopy;
2 = grism;
3 = photometry;
0 = star

use_phot Photometric use flag from Skelton et al. (2014):
1 = use; 0 = do not use

use_grism Grism use flag as defined in § 5.2
z_best Best available redshift measurement (-1 for stars)
z_l95 Lower 95% confidence limit derived form the z_best p(z)
z_l68 Lower 68% confidence limit derived form the z_best p(z)
z_u68 Upper 68% confidence limit derived form the z_best p(z)
z_u95 Upper 95% confidence limit derived form the z_best p(z)

⇠ 1000 km/s.
The redshift accuracy that is achieved makes it possible to

identify overdensities, and characterize the environment of
galaxies, with much better contrast than with photometric red-
shifts alone. This is illustrated in Fig. 22, which shows the
spatial distribution of galaxies in the UDS in small redshift
bins between z = 1.07 and z = 1.11. The left panels show
smoothed 5th nearest neighbor density maps based on pho-
tometric redshifts (top) and grism redshifts (bottom), and the
right panels show the corresponding redshift histograms. The
structure at z = 1.09 is clearly defined as a narrow grism red-
shift peak, but is spread out in the photometric redshifts.

Figure 23 shows the redshift distributions based on all cat-
alogs presented in this paper. The distribution shows a broad
peak between z = 1 and z = 2, due to a combination of the
observed-frame magnitude limits, the luminosity function of
galaxies, and volume effects. For a particular magnitude limit

Figure 23. Redshift distributions of the catalogs in this paper. Distributions
that are derived from the full photometric + grism fits are shown in red/pink.
Distributions that are based on the photometry only are shown in black/grey.
The grism data produces more pronounced peaks in the redshift distributions,
as expected. Note that the (spurious) broad peak at z ⇠ 1.6 in the photometric
redshift distributions is not present in the grism redshift distributions.

the distributions of grism redshifts (red or pink) is always be-
low that of photometric redshifts (black or grey), due to the
fact that not all objects have a usable grism spectrum. The
grism redshift distribution for JHIR < 24 shows more pro-
nounced peaks than the photometric redshift distribution; this
is because physically-associated galaxies in groups and clus-
ters have more accurate redshifts in the grism catalog. The
same behavior is seen in the fainter sample with JHIR < 26,
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unveiling the peak of galaxy assembly with JWST

JWST will rewrite the cosmic star-formation history  

⇒ what are we missing? SFR ~ Mstar always?


Star-forming disks at z~2 are gas-rich,  turbulent 

⇒ JWST will probe feedback regulation via 

     star-formation, AGN, and metallicity evolution


Fading/quenching galaxies are bulge-dominated 

⇒ when did first bulges appear?   

⇒ what are the roles of dusty AGN, mergers and  

    environment ?

NIRCam Deep Field - G. Snyder, Illustris sim


