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Hoffman et al. (1977) also noticed that 
the flux in the tail of the X-ray bursts was 
proportional to T4.  

A result interpreted as a radiation from a 
cooling surface of constant size (van 
Paradijs 1978).

Swank+ 1977 

Swank et al. (1977) and Hoffman 
et al. (1977) noticed that the X-
ray spectra is described by a 
Planck function.



• van Paradijs (1978) performed an analysis of 10 
bursters and derived the following results :
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• van Paradijs (1979) followed the same idea and came 
up with the first neutron star mass and radius constraint :
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Three questions

• Is the energy distribution of the X-ray spectrum 
during burst decay really Planckian?

• Do we observe the whole neutron-star surface 
during the decay of an X-ray burst?

van Paradijs 1981,1982

• How are the maximum fluxes of X-ray bursts related 
to the Eddington Limit ?



Use of X-ray Bursts as Probes of Neutron Star   
Mass / Radius

van Paradijs & Lewin (1987) 4U 1820-30

Sztajno et al. (1987) 4U 1746-37

Kaminker et al. (1989, 1990) 4U 1728-34, MXB 1730-335

Damen et al. (1990) 4U 1636-536, 4U 1820-30, 4U 1735-44

…



Three questions remain elusive

van Paradijs 1982, Damen+ 1990, Lewin+ 1993, … 

• “Is the energy distribution of the X-ray spectrum 
during burst decay Planckian?

• “Do we observe the whole neutron-star surface 
during the decay of an X-ray burst?

• How are the maximum fluxes of X-ray bursts related 
to the Eddington Limit ?



Rossi X-ray Timing Explorer

• RXTE observed 63 low mass X-ray binaries for 
~39.9 million seconds (till 2008).

Galloway+ 2008

• RXTE obtained high S/N data for almost all of 
these events.

• RXTE detected 1035 X-ray bursts from 45 sources 
(till 2008).



A systematic study of all X-ray burst

Selection Criteria

• Persistent emission < %10 of the Eddington Limit 
as noted by Galloway+ 2008.

• No dippers or high inclination systems (Galloway, 
Özel, Psaltis 2008).

• Did not include any known millisecond pulsars.

• No bursts that may have been affected by source 
confusion.



A systematic study of all X-ray burst

Method

• Extracted X-ray spectra depending on the count-
rate, created responses using latest RXTE 
calibration.

• Applied Deadtime Correction

• Fit the spectra with a Planckian function, together 
with independently found nH (using tbabs and ISM; 
Wilms+ 2000).



A total of 13095 X-ray spectra from 12 sources and 446 X-ray bursts.
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Table 1
X-Ray Bursters

Name R.A. Decl. Number of NH NH
Bursts (1022 cm−2) Methoda

4U 0513−40 05 14 06.60 −40 02 37.0 6 0.014(1) GCb

4U 1608−52 16 12 43.00 −52 25 23.0 26 1.08 ± 0.16(2) X-ray edgesc

4U 1636−53 16 40 55.50 −53 45 05.0 162 0.44(3) X-ray edgesc

4U 1702−429 17 06 15.31 −43 02 08.7 46 1.95 X-ray continuumd

4U 1705−44 17 08 54.47 −44 06 07.4 44 2.44 ± 0.09(4) X-ray edgesc

4U 1724−307 17 27 33.20 −30 48 07.0 3 1.08(1) GCb

4U 1728−34 17 31 57.40 −33 50 05.0 90 2.49 ± 0.14(4) X-ray edgesc

KS 1731−260 17 34 12.70 −26 05 48.5 24 2.98 X-ray continuumd

4U 1735−44 17 38 58.30 −44 27 00.0 6 0.28(3) X-ray edgesc

EXO 1745−248 17 48 56.00 −24 53 42.0 22 1.4 ± 0.45(5) X-ray continuumd

4U 1746−37 17 50 12.7 −37 03 08.0 7 0.36(6) GCb

SAX J1748.9−2021 17 48 52.16 −20 21 32.4 4 0.79(6) GCb

SAX J1750.8−2900 17 50 24.00 −29 02 18.0 4 4.97 X-ray continuumd

4U 1820−30 18 23 40.45 −30 21 40.1 5 0.25 ± 0.03(7) X-ray edgesc

Aql X-1 19 11 16.05 + 00 35 05.8 51 0.34 ± 0.07(8) Counterparte

Notes.
a References: (1) Harris 1996; (2) Güver et al. 2010a; (3) Juett et al. 2004, 2006; (4) Wroblewski et al. 2008; (5) Wijnands et al.
2005; (6) Valenti et al. 2007; (7) Güver et al. 2010b; (8) Chevalier et al. 1999.
b Optical/IR observations of the globular cluster.
c High-resolution spectroscopy of X-ray absorption edges.
d Average of continuum X-ray spectroscopy.
e Optical spectroscopy of the counterpart.

1. We considered sources that show at least two bursts with
evidence for photospheric radius expansion, based on the
definition of the latter used by Galloway et al. (2008a).
This requirement arises from our ultimate aim, which is
to measure both the mass and the radius of the neutron
star in each system using a combination of spectroscopic
phenomena (as in, e.g., Özel et al. 2009).

2. We excluded dippers, accretion disk corona sources,
or known high-inclination sources. This list includes
EXO 0748−676, MXB 1659−298, 4U 1916−05, GRS
1747−312, 4U 1254−69, and 4U 1710−281, for which
it was shown that geometric effects related to obscuration
or reflection significantly affect the flux from the stellar
surface that is measured by a distant observer (Galloway
et al. 2008b).

3. We did not consider the known millisecond pulsars SAX
J1808.4−3658 and HETE J1900.1−2455 because the pres-
ence of pulsations in their persistent emission implies that
their magnetic fields are dynamically important and, there-
fore, may affect the properties of X-ray bursts.

4. We excluded the sources GRS 1741.9−2853 and 2E
1742.9−2929, as well as a small number of bursts from
Aql X-1, 4U 1728−34, and 4U 1746−37, for which there
is substantial evidence that their emission is affected by
source confusion (Galloway et al. 2008a; Keek et al. 2010).

5. For each source, we considered only bursts for which
the flux in the persistent emission prior to the burst is
at most 10% of the inferred Eddington flux for each
source, i.e., γ ≡ Fper/FEdd < 0.1, as calculated by
Galloway et al. (2008a). Because we subtract the pre-
burst persistent emission from the decay spectrum of each
X-ray burst, this requirement reduces substantially the
systematic uncertainties introduced by potential changes
in the emission from the accretion flow during the burst.

Table 1 lists all the X-ray bursters that fulfill the above
requirements, together with the number of bursts observed by

RXTE for each source. This is the complete list of sources for
which the masses and radii can be measured, in principle, using
the spectroscopic method of Özel et al. (2009), with currently
available data. Our analyses of the bursts from EXO 1745−248,
4U 1608−52, and 4U 1820−30 have been reported elsewhere
(Özel et al. 2009; Güver et al. 2010a, 2010b) and will not be
repeated here.

2.2. Data Analysis

We analyzed the burst data for the 12 sources shown in Table 1
following the method outlined in Galloway et al. (2008a; see also
Özel et al. 2009; Güver et al. 2010a, 2010b).

For each source, we extracted time-resolved 2.5–25.0 keV
X-ray spectra using the seextrct ftool for the science event
mode data and the saextrct ftool for the science array mode
data from all of the RXTE/Proportional Counter Array (PCA)
layers. Science mode observations provide high count-rate
data with a nominal time resolution of 125 µs in 64 spectral
channels over the whole energy range (2–60 keV) of the
PCA detector. Following Galloway et al. (2008a), we extracted
spectra integrated over 0.25, 0.5, 1, and 2 s time intervals,
depending on the source count rate during the burst, so that
the total number of counts in each spectrum is roughly constant.
(In a few cases, data gaps during the observations result in
X-ray spectra integrated over shorter exposure times.) We took
the spectrum over a 16 s time interval prior to the onset of
each burst as the spectrum of the persistent emission, which we
subtracted from the burst spectra as background.

We generated separate response matrix files for each burst
using the PCARSP version 11.7, HEASOFT release 6.7, and
HEASARC’s remote calibration database and took into account
the offset pointing of the PCA during the creation of the response
matrix files. This latest version of the PCA response matrix
makes the instrument calibration self-consistent over the PCA
lifetime and yields a normalization of the Crab pulsar that is
within 1σ of the calibration measurement of Toor & Seward
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How good are the blackbody fits ?

The systematic uncertainty required to render the observed spectra as a blackbody is ~3-5% 
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0 1 2 3 4
X2/dof

1

10

100

1000

N
um

be
r 

of
 S

pe
ct

ra

KS 1731-260
# of bursts : 24

# of spectra : 1312

0 1 2 3 4
X2/dof

1

10

100

1000

N
um

be
r 

of
 S

pe
ct

ra

4U 1728-34
# of bursts : 90

# of spectra : 2532

0 1 2 3 4
X2/dof

1

10

100

1000
N

um
be

r 
of

 S
pe

ct
ra

4U 1636-536
# of bursts : 162

# of spectra : 4579

Figure 1. Histograms show the distributions of X2/dof values obtained from fitting 1309, 2519, and 4596 X-ray burst spectra observed from the sources KS 1731−260,
4U 1728−34, and 4U 1636−536, respectively. The solid lines show the expected χ2/dof distributions for the number of degrees of freedom used during the fits. The
vertical dashed lines correspond to the highest values of X2/dof that we considered as statistically acceptable for each source. The vast majority of spectra are well
described by blackbody functions.
(A color version of this figure is available in the online journal.)

1984; Bildsten 1995; Spitkovsky et al. 2002), and the excitation
of non-radial modes on the stellar surface (Heyl 2004; Piro &
Bildsten 2005; Narayan & Cooper 2007) are all expected to lead
to some variations in the effective temperature of emission at
different latitudes and longitudes on the stellar surface.

The characteristics of burst oscillations observed during
the cooling tails of X-ray bursts, however, imply that any
variations in the surface temperatures of neutron stars can
only be marginal. Indeed, any component of the variation in
the surface temperature that is not symmetric with respect
to the rotation axis leads to oscillations of the observed flux
at the spin frequency of the neutron star. Such oscillations have
been observed in the tails of bursts from many sources (Galloway
et al. 2008a). The rms amplitudes of burst oscillations in the tails
of bursts can be as large as 15%, although the typical amplitude
is ≃5% (Muno et al. 2002). The stringent upper limits on the
observed amplitudes at the harmonics of the spin frequencies
can be accounted for only if the temperature anisotropies are
dominated by the m = 1 mode in which exactly half the
neutron star is hotter than the other half (Muno et al. 2002).
Moreover, the rather weak dependence of the rms amplitudes on
photon energy (Muno et al. 2003) requires that any temperature
variation between the hotter and cooler regions of the neutron

star is !0.2 keV, even for the bursts that show the largest burst
oscillation amplitudes. All of the above strongly suggest that
the expected flux anisotropy during the cooling tail of an X-
ray burst is !5%–10% and, therefore, the expected systematic
uncertainties in the inferred apparent stellar radius will be half
of that value, since the latter scales as the square root of the flux.

A final inherent systematic uncertainty in the spectroscopic
measurement of the apparent surface area of a neutron star arises
from the dependence of the color correction factor on the ef-
fective temperature of the atmosphere. In Figure 2, we show
the predicted evolution of the color correction factor as a func-
tion of the color temperature of the spectrum as measured by
an observer at infinity, for calculations by different groups for
different neutron-star surface gravities and atmospheric compo-
sitions (Madej et al. 2004; Majczyna et al. 2005; Suleimanov
et al. 2011). To make the models comparable to the observed
evolution of the blackbody normalizations presented in the next
section, we plot the color correction factor against the most
directly observed quantity, i.e., the color temperature at infin-
ity. When the color temperature at infinity is less than 2.5 keV,
purely helium or low-metallicity models show 0%–8% evolution
of the color correction factor per keV of color temperature at in-
finity, while above 2.5 keV, they show an evolution of 12%–20%

5

A similar amount (~3-5%) of X-ray spectra are just not consistent with a blackbody function.



Do the cooling tails really follow T4 ?
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123

1

123
Color Temperature (keV)

1

5

F
lu

x 
(1

0-8
 e

rg
 s

-1
 c

m
-2
)

KS 1731-260

0 100 200 300
Normalization (R2

km / D2
10kpc)

0

5

10

15

20

25

30

N
um

be
r 

of
 s

pe
ct

ra

    
0

20

40

60

80

N
um

be
r 

of
 s

pe
ct

ra

    
0

10

20

30

40

N
um

be
r 

of
 s

pe
ct

ra

123

1

10

123
Color Temperature (keV)

1

10

F
lu

x 
(1

0-8
 e

rg
 s

-1
 c

m
-2
)

4U 1728-34

0 100 200 300
Normalization (R2

km / D2
10kpc)

0

10

20

30

40

50

N
um

be
r 

of
 s

pe
ct

ra

    
0

10

20

30

40

N
um

be
r 

of
 s

pe
ct

ra

    
0

5

10

15

N
um

be
r 

of
 s

pe
ct

ra

123

1

10

123
Color Temperature (keV)

1

5

F
lu

x 
(1

0-8
 e

rg
 s

-1
 c

m
-2
)

4U 1636-536

0 100 200 300 400 500
Normalization (R2

km / D2
10kpc)

0

10

20

30

40

50

60

N
um

be
r 

of
 s

pe
ct

ra

      
0

20

40

60

80

N
um

be
r 

of
 s

pe
ct

ra

      
0

5

10

15

20

25

N
um

be
r 

of
 s

pe
ct

ra

Figure 3. Left: the flux–temperature diagram for all the spectra in the cooling tails of bursts from (top) KS 1731−260, (Middle) 4U 1728−34, and (bottom)
4U 1636−536 that have statistically acceptable values of χ2/dof. The diagonal lines correspond to the best-fit blackbody normalization and its uncertainty, as reported
in the rightmost column of Table 3. Right: the distribution of measured normalization values of the blackbody spectra in three of the flux intervals we chose. The
normalization values for the vast majority of spectra fall within a narrowly peaked distribution, with only a number of outliers toward lower (for 4U 1728−34) or
higher values (for 4U 1636−536) of the normalization. This justifies the assumption that the entire neutron-star surface is emitting during the cooling tail of a burst
with marginal temperature variations in latitude or longitude.
(A color version of this figure is available in the online journal.)
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Do the cooling tails really follow T4 ?

Underlying Distribution

Gaussian Mixture Model

The Astrophysical Journal, 747:76 (16pp), 2012 March 1 Güver, Psaltis, & Özel
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Figure 4. Histogram shows the distribution of measured blackbody normaliza-
tions that result from fitting all the available spectra during the cooling tails of
bursts from 4U 1728−34, when the burst flux was in the range (1–2) × 10−8

erg cm−2 s−1. The red solid line shows the Gaussian mixture model that best
describes the data. The black dashed curve shows the underlying Gaussian dis-
tribution of blackbody normalizations that gives rise to the Gaussian mixture
model, when the observational uncertainties and the outliers are taken into ac-
count. The width of the underlying Gaussian distribution reflects the systematic
uncertainty in the measurement of the blackbody normalization for this flux
interval.
(A color version of this figure is available in the online journal.)

the model parameters, as well as their uncertainties, following
standard procedures.

Figure 4 shows, as an example, the application of the Gaussian
mixture algorithm to the distribution of blackbody normaliza-
tions obtained from fitting the spectra of 4U 1728−34, when
the burst flux was in the range (1–2) × 10−8 erg cm−2 s−1. The
histogram shows the distribution of blackbody normalizations
measured in this flux interval. The parameters of the Gaussian
mixture that maximize the posterior probability distribution cal-
culated using Equation (7) correspond to an intrinsic distribu-
tion with a mean and standard deviation of Aint = 126.1 (km/
10 kpc)2 and σint = 13.4 (km/10 kpc)2, respectively, and a dis-
tribution of outliers with a mean of Aout = 62.3 (km/10 kpc)2,
a standard deviation of σout = 6.1 (km/10 kpc)2, and a relative
normalization of η = 0.2. In order to compare the Gaussian mix-
ture with the observed histogram, we first convolve it with a third
Gaussian distribution with a standard deviation of σformal = 16.5
(km/10 kpc)2 that is equal to the average formal errors of all
measurements in this flux interval. The result is shown as a red
solid line in Figure 4, which demonstrates that our assumption
of a Gaussian distribution for the majority of the data and for
the outliers is consistent with the observations.

We can appreciate the importance of excluding the outliers
from the sample using the Bayesian Gaussian mixture algorithm
in the following way. If we repeat the above procedure for the
same flux interval in 4U 1728−34 but do not allow for the
presence of outliers, the parameters of the intrinsic distribution
will be Aint = 118.6 (km/10 kpc)2 and σout = 26.4 (km/
10 kpc)2, which are significantly different from the results
quoted above. Moreover, had we assumed that there are no
systematic errors but that the underlying distribution was a
delta function, the most probable value would have been
Aint = 117.1+0.2

−0.8 (km/10 kpc)2. The formal errors in such a
measurement would have been substantially smaller than the
systematic uncertainties.

In the following, we show in detail the application of this
Gaussian mixture algorithm to all the flux intervals for the three
sources.

4.3. Dependence of Blackbody Normalizations on X-Ray Flux

Figure 5 shows the result of the outlier detection procedure
as applied to the various flux intervals of KS 1731−260,
4U 1728−35, and 4U 1636−536 (see also Table 3). Each dot
represents the most likely centroid of the intrinsic distribution
of blackbody normalizations, while each error bar represents its
most likely width.

The normalization of the blackbody in the case of
4U 1728−34 shows a strong dependence on flux when the
source is emitting at near-Eddington rates. This is not seen in
KS 1731−260 and 4U 1636−536, for which the color temper-
ature never reached temperatures above 2.5 keV. In fact, in our
observed sample, the strong dependence of the normalization
on the flux is seen in all three sources with color temperatures
in excess of 2.5 keV, namely, 4U 1728−34, 4U 1702−429, and
4U 1724−307 (see Figure 6 below), but is absent from the other
sources. The evolution of the blackbody normalization at near-
Eddington fluxes depends on the local gravitational acceleration
(g ∼ M/R2) on the neutron-star surface and on its composition.
Therefore, modeling the decline of the blackbody normalization
at large fluxes would allow us, in principle, to measure the com-
bination M/R2 of the mass and radius of the neutron star, as has
been attempted by Majczyna & Madej (2005) and Suleimanov
et al. (2011).

At low burst fluxes, the observed normalizations show a
small albeit statistically significant trend toward lower values.
In the case of 4U 1728−34, where the potential decrease is
the largest, the normalization changed from 133.7 ± 16.4 (km/
10 kpc)2 to 114.0 ± 15.6 (km/10 kpc)2 as the flux declined
from 6 × 10−8 erg s−1 cm−2 to 0.5 × 10−8 erg s−1 cm−2. This
corresponds to a !15% reduction in the normalization. In other
sources, the decline is even smaller. This weak dependence seen
in the data argues against the models with solar composition, as
shown in Figure 2.

The decline in the normalization can, in principle, be ac-
counted for with a !4% increase in the color correction factor
(see Equation (3)) toward low temperatures. As can be seen
in Figure 2, current atmosphere models do not predict such
an evolution. However, as we discussed in the beginning of
Section 4, a number of effects related to the physics of bursts on
the neutron-star surface (uneven cooling and burst oscillations),
as well as the reduced sensitivity of the PCA at low energies,
are capable of causing the observed trend in the normalization.
Moreover, the !4% effect in the data we would aim to model is
comparable to the uncertainty in inferring theoretically the color
correction factor from the atmosphere models and is also com-
parable to the deviation of the observed and theoretical spectra
from blackbodies. The latter concern can be remedied by fit-
ting directly theoretical model spectra to the data, but reducing
the theoretical uncertainties present in the models to less than
roughly a few percent is significantly more challenging.

An alternative approach is to allow for a range of values for
the color correction factor that span the spread of theoretical
uncertainties, metallicities, and fluxes of the cooling tails. In
earlier work (Güver et al. 2010a, 2010b) we allowed for a
7% range in the color correction factor (from 1.3 to 1.4),
which is adequate to account for the evolution in the blackbody
normalizations shown by the data. Following this approach,
we need to identify the range of blackbody normalizations

9

Güver+ 2012a



Do the cooling tails really follow T4 ?The Astrophysical Journal, 747:76 (16pp), 2012 March 1 Güver, Psaltis, & Özel
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Figure 5. Dependence of the parameters of the intrinsic distribution of blackbody normalizations on X-ray flux during the cooling tails of thermonuclear X-ray bursts
in KS 1731−260, 4U 1728−34, and 4U 1636−536, when the outliers have been removed. Each dot represents the most likely centroid of the intrinsic distribution,
while each error bar represents its most likely width, as calculated using the procedure outlined in Section 4.2 and depicted in Figure 4. In each panel, the solid and
dashed horizontal lines show the best-fit normalization and its systematic uncertainty inferred using the flux bins that do not correspond to near-Eddington fluxes and
are denoted by filled circles on the error bars.
(A color version of this figure is available in the online journal.)

Table 3
Blackbody Normalizationsa

Source Flux Interval (10−8 erg s−1 cm−2) Averageb

0.5–1 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8–9 9–10

4U 1636−536 112.6 124.6 126.9 142.7 144.2 145.7 145.7 149.5 . . . . . . 130.7
±18.7 ±16.1 ±12.4 ±22.4 ±18.4 ±15.1 ±14.1 ±4.6 ±20.9

4U 1702−429 151.0 167.6 180.4 184.2 185.7 171.4 151.0 119.3 98.2 . . . 176.6
±13.9 ±10.1 ±9.9 ±4.1 ±3.9 ±8.1 ±8.1 ±17.2 ±12.4 ±11.6

4U 1705−44 80.2 86.9 86.9 82.4 . . . . . . . . . . . . . . . . . . 83.9
±9.9 ±7.1 ±10.9 ±7.4 ±9.1

4U 1724−307 98.7 108.3 120.4 127.4 125.4 102.8 . . . . . . . . . . . . 113.8
±7.1 ±4.6 ±12.6 ±3.7 ±19.4 ±15.4 ±15.4

4U 1728−34 114.1 126.1 137.4 145.0 135.2 137.4 133.7 126.1 117.8 93.7 134.4
±15.6 ±13.4 ±10.9 ±8.9 ±18.2 ±18.4 ±16.4 ±13.1 ±15.4 ±13.1 ±14.9

KS 1731−260 72.6 89.9 93.0 95.2 95.2 . . . . . . . . . . . . . . . 96.0
±6.1 ±5.4 ±4.1 ±9.6 ±1.9 ±7.9

4U 1735−44 71.6 71.6c 72.6c . . . . . . . . . . . . . . . . . . . . . 72.1c

±4.6 +2.0
−1.5

+2.4
−1.9

+1.3
−1.0

4U 1746−37d 12.9 16.3 17.3 15.6 15.2 15.2 19.9 . . . . . . . . . 15.7
±1.9 ±0.5 ±0.4 ±2.4 ±2.4 ±1.6 ±6.4 ±2.4

SAX J1748.9−2021 92.7 87.7 91.7 87.7 . . . . . . . . . . . . . . . . . . 89.7
±11.9 ±6.6 ±7.6 ±15.4 ±9.6

SAX J1750.8−2900 126.9 110.8 106.8 97.2 86.2 . . . . . . . . . . . . . . . 93.2c

±40.5 ±19.9 ±10.1 ±8.1 ±8.6 ±9.4

Notes.
a The parameters of the intrinsic distribution of blackbody normalizations in different flux intervals for all the sources we considered in this manuscript. All
normalizations are in units of (km/10 kpc)2.
b Taking into account all flux intervals for which the color temperature of the spectrum is !2.5 keV; see the text for details.
c The range of normalizations in this flux interval is consistent with no systematic uncertainties; the quoted uncertainties are purely statistical.
d For 4U 1746−37, all flux intervals are in units of 10−9 erg s−1 cm−2.

we obtained from the data at different flux intervals as a
systematic uncertainty in the measurement. In order to achieve
this, we applied the Bayesian Gaussian mixture algorithm to
the combined data set for each source for all flux intervals
that correspond to a color temperature !2.5 keV. This way,
we computed the most probable value for the blackbody
normalization for each source in a wide flux range, as well as the

systematic uncertainties in that measurement, which account for
the potential decline of the normalization with decreasing flux.

In Figure 5, we identify the flux intervals we used for each
source with a filled circle in the middle of each error bar.
We also depict with a solid line the most probable value of
the normalization in this wide flux range and with dashed
lines the range of systematic uncertainties. Our results are
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Evolution of the Color Correction Factor
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Figure 7. Same as Figure 6 but for the sources 4U 1735−44, 4U 1746−37, and SAX J1748.9−2021.
(A color version of this figure is available in the online journal.)

body functions, with only marginal allowance for systematic
variations. In the flux–temperature diagrams, the cooling tails
largely follow a well-defined and reproducible track. Finally, in
each flux interval of most sources, the range of blackbody nor-
malizations obtained from a large number of bursts is consistent
with a small degree of systematic uncertainties.

The measurements of the average blackbody normalizations
in all sources are dominated by systematic uncertainties (the
main exception is 4U 1735−44). However, these uncertainties
are small, ranging from ≃6% in the case of 4U 1702−429 to
≃16% in the case of 4U 1636−536. The apparent radius of
each neutron star scales as the square root of the blackbody
normalization. As a result, the errors in the spectroscopic

determination of neutron-star radii introduced by systematic
effects in the cooling tails of X-ray bursts are in the range
≃3%–8% (see Table 4). Such small errors by themselves do not
preclude distinguishing between different equations of state of
neutron-star matter.

We thank Duncan Galloway for numerous discussions and
his significant contribution to the data analysis. We thank an
anonymous referee for insightful comments and bringing to our
attention the effect of the dead-time corrections in the spectral
analysis. D.P. was supported by the NSF CAREER award
NSF 0746549 and Chandra Theory grant TMO-11003X. F.O.
acknowledges support from NASA ADAP grant NNX10AE89G
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Figure 6. Left: the distribution of the X2/dof values obtained from fitting the spectra during the tails of thermonuclear X-ray bursts observed from the sources
4U 1702−429, 4U 1705−44, and 4U 1724−307 together with the theoretically expected distribution; the vertical dashed line marks the maximum value of X2/dof
beyond which we consider the blackbody model to be inconsistent with the data. Middle: the flux–temperature diagrams of the cooling tails of bursts from the same
sources; the solid and dashed lines correspond to the most probable values of the blackbody normalizations throughout the bursts and their systematic uncertainties.
Right: the dependence of the parameters of the intrinsic blackbody normalization on X-ray flux; the solid and dashed lines correspond to the most probable values
of the normalizations and their systematic uncertainties for the flux bins that are marked by a filled circle. Error bars without filled circles appear at near-Eddington
fluxes where the color correction factor increases, causing the apparent decline in the normalization.
(A color version of this figure is available in the online journal.)

summarized in Table 3. The blackbody normalizations for KS
1731−260, 4U 1728−34, and 4U 1636−536 are 96.0 ± 7.9
(km/10 kpc)2, 134.4 ± 14.9 (km/10 kpc)2, and 130.7 ± 20.9
(km/10 kpc)2, respectively, with the uncertainties dominated
entirely by systematics.

5. THE APPARENT RADII OF X-RAY BURSTERS

Figures 6–8 and Tables 2 and 3 show the results obtained
after applying the procedure outlined in Section 4 to seven more

sources from Table 1. The last two sources, 4U 0513−40 and Aql
X-1, show large variations in the cooling tails of individual bursts
and are discussed in detail in Appendixes C and D, respectively.
Moreover, in Appendixes A and B we also discuss a number of
bursts from 4U 1702−429 and a long burst from 4U 1724−307,
which we did not include in the analysis.

As in the case of the three sources discussed in the previous
section, the vast majority of the spectra observed during the
cooling tails of X-ray bursts are very well described by black-
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5

Fig. 2.— Color correction factors from the models of He-rich neutron-star atmospheres by Suleimanov et al. (2012) for effective
gravitational accelerations in the range log geff = 14.3 − 14.6. The open and filled circles correspond to two different definitions of the
color-correction factor explored by Suleimanov et al. (2012). The two horizontal lines show the range of values we use in this paper, which
accurately reproduces the model results for fluxes less than about 0.7 of the critical Eddington flux.

very weakly on the effective gravitational acceleration or on the particular definition of the color correction factor and
are approximately constant in the range 1.4 ± 0.05 (see Figure 2). Note that the color correction factors do evolve
significantly at very high and very low flux levels, which we exclude when measuring neutron star apparent angular
sizes during the cooling tails of thermonuclear bursts (see Güver et al. 2012b). In the remainder of this paper, we
consider a flat prior distribution of the color correction factor in the above range (see equation 10).

3. OBSERVATIONS AND RADIUS MEASUREMENTS OF INDIVIDUAL SOURCES

3.1. Thermonuclear Bursters

There are five sources for which thermonuclear burst data have been used to measure neutron star radii using their
apparent angular sizes, touchdown fluxes, and distances (see Table 1).
We also include in this analysis 4U 1724−307, for which Suleimanov et al. (2011) reported a radius measurement

based on the spectral evolution during the cooling tail of one long burst observed from this source. As discussed in
Güver et al. (2012b), the spectra from that long burst used in the Suleimanov et al. (2011) study are significantly
different from blackbodies and from model atmosphere spectra, resulting in χ2/d.o.f. in the range 1-8 in the spectral
fits (see also in’t Zand & Weinberg 2010). This indicates significant contamination of the surface emission, either
by the accretion flow or by atomic lines from the ashes of the burst that have been brought up to the photosphere,
which makes the results unreliable. Instead, we make use of the cooling tails of the two normal bursts observed from
4U 1724−207 to determine the apparent angular size (see Güver et al. 2012b). The spectra from these two bursts
show the expected thermal shape and result in acceptable values for χ2/d.o.f. We also make use of the touchdown flux
measured from these bursts (Güver et al. 2012a) when determining the neutron star radius.
Since the earliest measurements, Güver et al. (2012a, b) conducted studies on the entire RXTE burst dataset and

found ∼ 10% systematic uncertainties in the apparent angular sizes and the touchdown fluxes in the most prolific
bursters. In addition, Güver et al. (2015) placed an upper limit of ∼ 1% on the systematic differences in the flux
calibration between RXTE and Chandra, which, in principle, can affect the measured burst fluxes.
We reanalyze the data on these six sources uniformly, following the procedures used and described in Güver et al.

(2012 a,b). Specifically, (i) we apply the appropriate deadtime correction to the observed countrates, which leads
to a small increase in the angular sizes and touchdown fluxes for the brightest sources. (ii) We employ a Bayesian
Gaussian-mixture model to quantify the intrinsic scatter in the measurements of the angular sizes and the touchdown
fluxes. This is typically larger than the formal uncertainties in the measurements and increases the uncertainties in
the inferred radii. (iii) When the number of Eddington-limited bursts of an individual source is too small to assess
the scatter in the touchdown flux, we take an 11% systematic uncertainty in this quantity following the analysis of
Güver et al. (2012a) on the sample of sources with limited number of bursts. (iv) We add an uncertainty of 1% in the
apparent angular sizes and the touchdown fluxes to account for the flux calibration uncertainties. We summarize all the
measurements in Table 1 and discuss the additional details of the source distances and atmospheric compositions for
individual sources below. Note that the uncertainties in Table 1 do not include the 1% flux calibration uncertainties,
which we add in quadrature when inferring the radii. We also list the ID numbers of the bursts used in this study in
Table A2 of the Appendix, following the numbering system used in Galloway et al. (2008a).

3.1.1. 4U 1820−30

4U 1820−30 is an ultracompact binary in the metal-rich globular cluster NGC 6624. Güver et al. (2010) discussed
two distance measurements performed in the optical (Kuulkers et al. 2003) and in the near-IR bands (Valenti et al.
2007). The first gives a distance of 7.6± 0.4 kpc and the second gives 8.4± 0.6 kpc. Harris et al. (1996; 2010 revision)
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Figure 2. Dependence of the color correction factor fc ≡ Teff/Tc on the color
temperature of the X-ray spectrum for two sequences of models by Madej et al.
(2004), Majczyna et al. (2005), and Suleimanov et al. (2011) with different
metal abundances and surface gravities. Between 1 keV and 2.5 keV, the color
correction factor depends weakly on the color temperature.
(A color version of this figure is available in the online journal.)

per keV. In contrast, solar metallicity models show a steady in-
crease with color temperature in the ∼1.5–3 keV range.4

We infer the apparent surface area 4πR2
app of a neutron star

by measuring the X-ray flux Fcool and the color temperature Tc
at different intervals during the burst, so that

4πR2
app = 4πD2Fcool

σSB(Tc/fc)4
. (3)

Here, σSB is the Stefan–Boltzmann constant, D is the distance
to the source, and fc = Tc/Teff is the color correction factor.
The value of the color correction factor is dictated by the pre-
dominant source of absorption and emission in the neutron-star
atmosphere. It, therefore, depends on the effective temperature,
which determines primarily the ionization levels, and on the
effective gravitational acceleration, which determines the den-
sity profiles of the atmospheric layers. Both these quantities
decrease as the cooling flux decreases. If we were to assume a
constant value for the color correction factor, as is customary,
we would obtain a systematic change in the inferred apparent
surface area as the cooling flux of the burst decreases with time.
Such variations have been discussed in Damen et al. (1989) and
Bhattacharyya et al. (2010). Note that this systematic effect can
be corrected, in principle, if the data are fit directly with de-
tailed models of neutron-star atmospheres (see, e.g., Majczyna
& Madej 2005).

A potentially important source of uncertainty in the measure-
ments is introduced by the errors in the absolute flux calibration
of the RXTE/PCA detector. The current calibration of the PCA
and the cross-calibration between X-ray satellites have been
carried out using the Crab Nebula as a standard candle (Jahoda
et al. 2006; see also Toor & Seward 1974; Kirsch et al. 2005;
Weisskopf et al. 2010). The uncertainties in the flux calibration
can be due to a potential overall offset between the inferred and
the true flux of the Crab Nebula, which may be as large as 10%

4 The color correction factor shows a turnover at different Eddington ratios
and correspondingly at different color temperatures depending on
composition, surface gravity, and gravitational redshift. The rapid evolution
presented in Suleimanov et al. (2011) preferentially occurs at low Eddington
ratios and color temperatures smaller than 1 keV (which we cannot explore
observationally in the RXTE burst data) and for very small surface gravities
(log g = 14.0), which correspond only to neutron stars with radii !15 km.

(Kirsch et al. 2005; Weisskopf et al. 2010). This can only change
the mean value of the inferred apparent area in each source and
does not alter the observed dispersion. We will explore this is-
sue as well as uncertainties related to the variability of the Crab
Nebula itself (Wilson-Hodge et al. 2011) in more detail in Paper
III of this series.

4.1. Flux–Temperature Diagrams

Figure 3 (left panels) shows the dependence of the emerging
flux on color temperature for all the spectra in the cooling
tails of KS 1731−260, 4U 1728−34, and 4U 1636−536 that
we consider to be statistically acceptable (see Section 3). We
chose these three sources to use as detailed examples because
of the high number spectra obtained for each and the fact
that they span the range of behavior in cooling tracks that we
will discuss below. If the whole neutron star is emitting as a
single-temperature blackbody and the color correction factor is
independent of color temperature, then Fcool should scale as T 4

c .
Our aim here is to investigate the systematic uncertainties on
the measurement of the apparent surface area in each source
at different flux levels. We, therefore, divided the data into
a number of flux bins and plotted in the same figure (right
panels) the distribution of the blackbody normalization values
for some representative bins. The blackbody normalization for
each spectrum is defined formally as A ≡ Fcool/σSBT 4

c , although
in practice this is one of the two measured parameters and
the flux is derived from the above definition. According to
Equation (3), the blackbody normalization is equal to A =
f −4

c R2
app/D

2, and we report it in units of (km/10 kpc)2. If we
do not correct for the dependence of the color correction factor
on the flux, we expect the normalization A to show a dependence
on color temperature that is the mirror symmetric of that shown
in Figure 2.

The flux–temperature diagrams of KS 1731−260,
4U 1728−34, and 4U 1636−536 share a number of similari-
ties but are also distinguished by a number of differences. In all
three cases, the vast majority of data points lie along a very well
defined correlation. This reproducibility of the cooling curves
of tens of X-ray bursts per source, combined with the lack of
large-amplitude flux oscillations during cooling tails of bursts,
provides the strongest argument that the thermal emission en-
gulfs the entire neutron-star surface with very small temperature
variations at different latitudes and longitudes.

In 4U 1728−34, a deviation of the data points from the
Fcool ∼ T 4

c correlation is evident at high fluxes and color
temperatures (Tc ! 2.5 keV), which may be due to the evolution
of the color correction factor at high Eddington fluxes (see the
discussion in Section 4 and Figure 2). The same deviation is not
evident in KS 1731−260 or 4U 1636−536, for which the highest
temperatures encountered in the cooling tails were "2.5 keV.

Finally, in all three sources, a number of outliers exist at
the lowest flux levels, with normalizations that deviate from
the above correlation. In KS 1731−260 and 4U 1636−536, the
outliers correspond to higher normalization values, whereas in
4U 1728−34 they correspond to lower normalization values
with respect to the majority of the data points.

Any combination of the effects discussed earlier in this and
in the previous section may be responsible for the outliers. Non-
uniform cooling of the neutron-star surface will lead to a reduced
inferred value for the apparent surface area. Reflection of the
surface X-ray emission off a geometrically thin accretion disk
will cause an increase in the inferred value for the apparent
surface area. Finally, Comptonization of the surface emission
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Figure 6. Left: the distribution of the X2/dof values obtained from fitting the spectra during the tails of thermonuclear X-ray bursts observed from the sources
4U 1702−429, 4U 1705−44, and 4U 1724−307 together with the theoretically expected distribution; the vertical dashed line marks the maximum value of X2/dof
beyond which we consider the blackbody model to be inconsistent with the data. Middle: the flux–temperature diagrams of the cooling tails of bursts from the same
sources; the solid and dashed lines correspond to the most probable values of the blackbody normalizations throughout the bursts and their systematic uncertainties.
Right: the dependence of the parameters of the intrinsic blackbody normalization on X-ray flux; the solid and dashed lines correspond to the most probable values
of the normalizations and their systematic uncertainties for the flux bins that are marked by a filled circle. Error bars without filled circles appear at near-Eddington
fluxes where the color correction factor increases, causing the apparent decline in the normalization.
(A color version of this figure is available in the online journal.)

summarized in Table 3. The blackbody normalizations for KS
1731−260, 4U 1728−34, and 4U 1636−536 are 96.0 ± 7.9
(km/10 kpc)2, 134.4 ± 14.9 (km/10 kpc)2, and 130.7 ± 20.9
(km/10 kpc)2, respectively, with the uncertainties dominated
entirely by systematics.

5. THE APPARENT RADII OF X-RAY BURSTERS

Figures 6–8 and Tables 2 and 3 show the results obtained
after applying the procedure outlined in Section 4 to seven more

sources from Table 1. The last two sources, 4U 0513−40 and Aql
X-1, show large variations in the cooling tails of individual bursts
and are discussed in detail in Appendixes C and D, respectively.
Moreover, in Appendixes A and B we also discuss a number of
bursts from 4U 1702−429 and a long burst from 4U 1724−307,
which we did not include in the analysis.

As in the case of the three sources discussed in the previous
section, the vast majority of the spectra observed during the
cooling tails of X-ray bursts are very well described by black-
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2 4 6 8 10
0
2
4
6
8

10
12

F
lu

x 
(1

0-8
 e

rg
 s

-1
 c

m
-2
)

2 4 6 8 10
1.0
1.5
2.0
2.5
3.0
3.5

kT
bb

 (
ke

V
)

2 4 6 8 10
Time (s)

100

200

300

400
500

N
or

m
al

iz
at

io
n 

(R
2 km

/D
2 10

kp
c)

0 2 4 6 8 10
0
2
4
6
8

10

F
lu

x 
(1

0-8
 e

rg
 s

-1
 c

m
-2
)

0 2 4 6 8 10
1.0
1.5
2.0
2.5
3.0
3.5

kT
bb

 (
ke

V
)

0 2 4 6 8 10
Time (s)

100

200

300

400
500

N
or

m
al

iz
at

io
n 

(R
2 km

/D
2 10

kp
c)

Figure 1. Examples of X-ray bursts observed from 4U 1728−34. The left panel shows burst 86, which satisfies our criteria for PRE identification summarized in
Section 3. The right panel shows burst 104, which does not satisfy the criteria and hence is not labeled as a PRE event. The selected touchdown moment for the PRE
event is also shown by a vertical line.
(A color version of this figure is available in the online journal.)

3. DETERMINATION OF PHOTOSPHERIC RADIUS
EXPANSION EVENTS

Our first aim is to select the PRE bursts in the X-ray burst
sample, so that we can use the fluxes attained in them as a
measure of the local Eddington limit on the neutron-star surface.
As a signature of PRE, we look specifically for a significant
increase in the measured blackbody radius in the burst rise and
a following decrease, in bursts where the X-ray flux remains
almost constant at a peak value. Galloway et al. (2008a) devised
a set of criteria based on the spectral parameter variation in each
burst in order to identify PRE events and to differentiate them
from other typical X-ray bursts. We adopt and augment these
criteria, as we discuss below.

Galloway et al. (2008a) took the following measures as
evidence that a radius expansion occurred: (1) the blackbody
normalization A reached a (local) maximum close to the time of
peak flux, (2) lower values of the normalization A were measured
following the maximum, with the decrease significant to 4σ or
more, and (3) there was evidence of a (local) minimum in the
fitted temperature Tc at the same time as the maximum in A.
In Figure 1, we show examples of the spectral evolution of two
different bursts that satisfy these criteria. While the burst in
the left panel is a clear PRE event, with the photosphere at the
peak flux reaching many times the neutron-star radius in the
cooling tail, the event on the right shows a higher normalization
late in the burst than it does during the assumed photosphere
expansion. In fact, the blackbody normalization during the early
local maximum is smaller than the asymptotic normalization of
even non-PRE bursts during their cooling tails. We, therefore,
conclude that the latter example is not a secure PRE event.

In order to eliminate such cases, we added an additional
criterion that is based on the comparison of the peak blackbody
normalization reached during an X-ray burst, Apeak, with the

measurement of the average normalization, Acool, found from
the cooling tail for each source. For the former quantity, Apeak,
we select the peak normalization that occurs when the measured
flux is higher than half of the peak flux. This flux limit ensures
that the peak normalization is selected when the PRE is expected
to occur. For the latter quantity, Acool, we used the average
value found from the cooling tails of all the bursts for each
source as reported in Paper I. Note that for Aql X-1 and
4U 0513−401, large systematic uncertainties present in the
cooling tails prevented a reliable measurement of their apparent
radii in Paper I. Because of that, we used approximate values
of R/D = 14.6 km/10 kpc and R/D = 5.7 km/10 kpc,
respectively, which correspond to the highest flux bins of their
cooling tails.

In Figure 2, we show the histogram of all the normalization
ratios Apeak/Acool for all the bursts observed from all the sources
included in this study. The resulting histogram shows that
the distribution of the ratio of the peak normalization to the
apparent radius has a main peak around unity and an extended
tail toward higher values. The high peak around unity at the
peak normalization shows that, for the majority of the X-ray
bursts, the burning covers the apparent surface area of the
neutron star found from the cooling tails. However, there are
a number of X-ray bursts where the radius of the photosphere
reached values well beyond the apparent neutron-star radius.
We consider these as the secure events where the PRE occurred.
Based on this histogram, we tagged an X-ray burst as a PRE
event if Apeak/Acool > 1.65. This value corresponds to the end
of the tail of the main peak in the histogram.

We excluded from the final selected sample one X-ray burst
(burst 92) observed from the direction of 4U 1636−536. Even
though this burst satisfied the selection criteria, the measured
peak flux, 1.75 × 10−8 erg s−1 cm−2, is much lower than the
fluxes reached in the rest of the burst sample and only half
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Figure 2. Ratio of the peak blackbody normalization values (Apeak) found
from all the X-ray bursts analyzed here to those obtained from the cooling
tails (Acool) of all the X-ray bursts (Paper I). Larger ratios correspond to more
distinguishable photospheric radius expansion episodes. The dashed line shows
our limit between the secure and non-secure PRE events.
(A color version of this figure is available in the online journal.)

of the peak flux reached in burst ID 16, which is thought to
be a hydrogen-rich burst (Galloway et al. 2006). In Table 1,
we present the number of PRE bursts for each source that are
obtained as a result of the full set of criteria listed above. The
additional criterion, which eliminated bursts such as the one
shown in the right panel of Figure 1, naturally led to numbers
of secure PRE events per source that are somewhat lower than
those selected by Galloway et al. (2008a). In addition, some of
the difference in the number of PRE events is caused by the
γ limit we imposed in the burst selection in order to minimize
uncertainties related to the subtraction of the persistent flux,
which we take as background. Table 1 shows the number of
bursts for each source that remain after the application of these
criteria.

The number of PRE events was most significantly affected by
the more strict selection criteria for 4U 1728−34: 16 out of the
69 events that were tagged potentially as PRE by Galloway et al.
(2008a) passed the additional criteria. This was either because

the increase in the normalization was not statistically significant
when compared with the apparent radius of the neutron star
in the cooling tails of bursts or because the normalization
showed a second increase during the cooling tail of the burst
that sometimes exceeded the peak normalization during the
PRE phase, as in the example shown in the right panel of
Figure 1. X-ray bursts showing similar spectral evolution were
previously reported by van Straaten et al. (2001) and also by
Galloway et al. (2003). Given the fact that both at the peak
and during the cooling tails of these bursts the normalization
values are comparable to the apparent radius of the neutron star,
it is possible that the variation in the blackbody normalization
is caused by a significant variation in the color temperature
and is not due to a PRE. This is also further supported by the
fact that during the peak of these particular X-ray bursts, color
temperatures were significantly higher than 2.5 keV and similar
trends in the blackbody normalization were also noted in Paper I
at these high temperatures. X-ray bursts showing similar spectral
evolution were also seen from 4U 1702−429 and Aql X-1.

We finally explored whether PRE bursts occur only during
certain spectral states of the neutron-star binaries. To this end,
we used the data from Galloway et al. (2008a) to produce
color–color diagrams for the burst sources and marked on
these diagrams the locations of the PRE and non-PRE bursts.
Figure 3 shows the soft and hard color for 4U 1728−34 and 4U
1636−536 prior to the detection of each X-ray burst. The large
(red) data points correspond to PRE bursts, while the small
(black) points show all other thermonuclear bursts from that
source. The PRE bursts appear to occur predominantly when the
sources lie near the soft vertices of their color–color diagrams
(see also Muno et al. 2000). However, the regions with PRE
bursts still extend across ≃1/2 of the lengths of the color–color
tracks. This minimizes the possibility that the reproducibility
of the inferred touchdown fluxes simply reflects the fact we
are considering only very similar X-ray bursts in a very narrow
range of accretion rates.

Our limit on the pre-burst flux, i.e., the requirement that
γ < 0.1, excludes the brightest regions of the color–color
diagram of each source and may also introduce a bias in our
selection of only particular PRE bursts. This is not the case here,
however, as only a very small fraction of the color–color diagram
of each source corresponds to γ > 0.1 (compare, for example,
the color–color diagram in Figure 3 with the entire color–color
diagram of 4U 1728−34 in Figure 1 of Muno et al. 2002).
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Figure 3. Positions of 4U 1636−536 (left panel) and 4U 1728−34 (right panel) on their color–color diagrams prior to the detection of an X-ray burst, using the data
from Galloway et al. (2008a). Red filled squares correspond to events that show clear evidence of photospheric radius expansion. Secure PRE events appear to occur
predominantly near the soft vertex of the color–color diagrams.
(A color version of this figure is available in the online journal.)

4



Touchdown Flux Measurements

The Astrophysical Journal, 747:77 (12pp), 2012 March 1 Güver, Özel, & Psaltis
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Figure 6. Left panels: 68% and 95% confidence contours of the blackbody normalization and temperature obtained from fitting the X-ray spectra at the touchdown
moments of each PRE burst observed from 4U 1636−536 and 4U 1728−34. The dotted red lines show contours of constant bolometric flux. Right panels: 68% and
95% confidence contour of the parameter of an assumed underlying Gaussian distribution of touchdown fluxes. The width of the underlying distribution reflects the
systematic uncertainty in the measurements. The dashed red lines show the width when the systematic uncertainty is 5% and 10% of the mean touchdown flux.
(A color version of this figure is available in the online journal.)

For each burst, the bolometric flux at touchdown is obtained
from the combination of the blackbody temperature and normal-
ization. Figure 6 shows the 68% and 95% confidence contours
of the blackbody normalization and temperature inferred from
fitting the X-ray spectra obtained during the touchdown moment
for 4U 1728−34 and 4U 1636−536. We also plot in these fig-
ures contours of constant bolometric flux, shown as dotted (red)
lines. Even though the uncertainties in the normalization and
temperature are correlated, the bolometric flux in each burst is
well constrained. Furthermore, as Figure 6 shows, the individual
confidence contours from each burst appear to be in very good
statistical agreement with each other for both sources.

The distribution of inferred bolometric fluxes at touchdown
is expected to have a finite width both because of measure-
ment uncertainties and because of the possible variations in the
physical conditions that determine the emerging flux during a
PRE burst. The measurement uncertainties include formal un-
certainties from counting statistics, the uncertainties in the bolo-
metric correction, the subtraction of the background emission,
and the determination of the touchdown moment. Anisotropies
in the bursts, variations in the composition and the reflection
off the accretion flow (e.g., Galloway et al. 2004, 2006), and

variations in the Compton upscattering in the converging inflow
prior to touchdown are some of the physical mechanisms that
can contribute to the intrinsic spread.

For the high temperatures observed during the touchdown
phases of the bursts, most of the burst spectrum falls within the
RXTE energy range, resulting in bolometric corrections that are
at most 7% (Galloway et al. 2008a). Therefore, any uncertainties
in the bolometric correction can only introduce minimal spread
to the width of the observed touchdown fluxes. Uncertainties in
the determination of the touchdown moment are also expected
to be of the same magnitude since the fluxes in the nearby
time bins differ typically by less than 10% (see, e.g., Figures 2
and 4). Our 10% limit on the pre-burst persistent flux bounds the
uncertainties introduced by our subtraction of the background.
We can also estimate the expected variations due to the Compton
upscattering in the converging flow: this effect scales as v/c and
can, therefore, introduce an uncertainty at most of the order
of 10% (van Paradijs & Stollman 1984). On the other hand,
variations in the isotropy or the composition of the bursts can,
in principle, generate larger spread in the touchdown fluxes.

Our goal is to quantify the widths of the underlying dis-
tributions of touchdown fluxes, which we will call systematic
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Figure 6. Left panels: 68% and 95% confidence contours of the blackbody normalization and temperature obtained from fitting the X-ray spectra at the touchdown
moments of each PRE burst observed from 4U 1636−536 and 4U 1728−34. The dotted red lines show contours of constant bolometric flux. Right panels: 68% and
95% confidence contour of the parameter of an assumed underlying Gaussian distribution of touchdown fluxes. The width of the underlying distribution reflects the
systematic uncertainty in the measurements. The dashed red lines show the width when the systematic uncertainty is 5% and 10% of the mean touchdown flux.
(A color version of this figure is available in the online journal.)

For each burst, the bolometric flux at touchdown is obtained
from the combination of the blackbody temperature and normal-
ization. Figure 6 shows the 68% and 95% confidence contours
of the blackbody normalization and temperature inferred from
fitting the X-ray spectra obtained during the touchdown moment
for 4U 1728−34 and 4U 1636−536. We also plot in these fig-
ures contours of constant bolometric flux, shown as dotted (red)
lines. Even though the uncertainties in the normalization and
temperature are correlated, the bolometric flux in each burst is
well constrained. Furthermore, as Figure 6 shows, the individual
confidence contours from each burst appear to be in very good
statistical agreement with each other for both sources.

The distribution of inferred bolometric fluxes at touchdown
is expected to have a finite width both because of measure-
ment uncertainties and because of the possible variations in the
physical conditions that determine the emerging flux during a
PRE burst. The measurement uncertainties include formal un-
certainties from counting statistics, the uncertainties in the bolo-
metric correction, the subtraction of the background emission,
and the determination of the touchdown moment. Anisotropies
in the bursts, variations in the composition and the reflection
off the accretion flow (e.g., Galloway et al. 2004, 2006), and

variations in the Compton upscattering in the converging inflow
prior to touchdown are some of the physical mechanisms that
can contribute to the intrinsic spread.

For the high temperatures observed during the touchdown
phases of the bursts, most of the burst spectrum falls within the
RXTE energy range, resulting in bolometric corrections that are
at most 7% (Galloway et al. 2008a). Therefore, any uncertainties
in the bolometric correction can only introduce minimal spread
to the width of the observed touchdown fluxes. Uncertainties in
the determination of the touchdown moment are also expected
to be of the same magnitude since the fluxes in the nearby
time bins differ typically by less than 10% (see, e.g., Figures 2
and 4). Our 10% limit on the pre-burst persistent flux bounds the
uncertainties introduced by our subtraction of the background.
We can also estimate the expected variations due to the Compton
upscattering in the converging flow: this effect scales as v/c and
can, therefore, introduce an uncertainty at most of the order
of 10% (van Paradijs & Stollman 1984). On the other hand,
variations in the isotropy or the composition of the bursts can,
in principle, generate larger spread in the touchdown fluxes.

Our goal is to quantify the widths of the underlying dis-
tributions of touchdown fluxes, which we will call systematic
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Figure 9. Same as Figure 8 but for the sources SAX J1750.8−2900, SAX J1748.9−2021, and Aql X-1.
(A color version of this figure is available in the online journal.)

given by

P (R; σ ) = C

∫
Ptd

(
F

F0
; σ

) {
Ptd

[(
2 − R

2 + R

)
F

F0
; σ

]

+ Ptd

[(
2 + R

2 − R

)
F

F0
; σ

]}
d

(
F

F0

)
, (4)

where C is an appropriate normalization constant. The distri-
bution P (R; σ ) peaks at R = 0 for all values of σ and drops
quickly to zero such that the median value of R for this distribu-
tion is R50% = σ . Given that half of our six sources with only
pairs of PRE bursts have R values that are less than 7%, we
expect that the most probable value of the fractional dispersion
of their touchdown fluxes will be of the same order.

For each source with a pair of PRE bursts, we assign a
Gaussian likelihood of R values, taking into consideration the

fact that the R value is always positive, as

Pobs
(
R;Ri

0, σ
i
R

)
= 1√

2πσ i
R

{

exp

[

−
(
R − Ri

0

)2

2
(
σ i

R

)2

]

+ exp

[

−
(
− R − Ri

0

)2

2
(
σ i

R

)2

]}

, R > 0,

(5)

with a most likely value Ri
0 and a dispersion σ i

R given in Table 4.
The likelihood Pobs(R,Ri

0, σ
i
R) for each source with a pair of

PRE bursts is shown in Figure 10.
The likelihood of observing the N = 6 pairs of R values

with the likelihood shown in Figure 10, given an underlying
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Comparison with the qLMXBs
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Fig. 9.— (Left) The 68% confidence contours in mass and radius for the quiescent neutron star in ω Cen, inferred by Heinke et al.
(2014; H14) and by Guillot & Rutledge (2015; G15) using different assumptions regarding the interstellar extinction (wabs: Morrison &
McCammon 1983; tbabs: Wilms et al. 2000), the presence of a power-law spectral component, and for different distances to the globular
cluster (4.8 kpc vs. 5.3 kpc). (Right) The 68% and 95% confidence contours in mass and radius for the quiescent neutron star in NGC 6397,
assuming a helium atmosphere and marginalized over a range of distances with a flat prior distribution between 2.44-2.58 kpc.

ω

Fig. 10.— The combined constraints at the 68% confidence level over the neutron star mass and radius obtained from (Left) all neutron
stars with thermonuclear bursts (Right) all neutron stars in low-mass X-ray binaries during quiescence.

XSPEC), where the wabs model (employed by Guillot et al. 2013) leads to somewhat larger radii for the same distance.
In the present study, we repeat the analysis of Guillot et al. (2013) individually for the sources in M13, M28,

NGC 6304, M30, and ωCen. (Note that for the last two sources, the observations were reported in Guillot & Rutledge
2014). In all of the spectral fits, we allow for a power-law component with a fixed photon index Γ = 1 but a free
normalization. We leave the hydrogen column density as a free parameter in the fits, but fix it at the most likely value
when calculating the posterior likelihoods over mass and radius. The best-fit spectral parameters for each source are
shown in Table 2. We also fold in distance uncertainties using a Gaussian likelihood for the distance to each source
with a mean and standard deviation given in Table 2.
For the neutron star in NGC 6397, we use the results of the helium atmosphere modeling reported in Heinke et

al. (2014) and marginalize the posterior likelihoods over the narrow range of distances with a flat prior distribution
between 2.44−2.58 kpc to incorporate this source of systematic uncertainty. We show the results of the spectral fit in
Table 2 and the corresponding limits in the mass-radius plane in the right panel of Figure 9.
We show the resulting posterior likelihoods over the mass and radius for all of the qLMXBs in Figure 10 and compare

them to the combined constraints from the X-ray bursters discussed earlier. There is a high level of agreement between
all of these measurements. Note that the smaller widths of the 68% confidence contours in a subset of the qLMXBs

Özel+ 2015, submitted



Radius measurements assuming a mass distribution

14

ω

Fig. 11.— (Left) The posterior likelihood over the radius obtained by marginalizing the two dimensional likelihoods over the neutron
star mass, with a prior equal to the observationally inferred distribution of recycled pulsar masses, for all twelve sources in our sample.
The peak probabilities are highly clustered in the 9-12 km range. (Right) The combined posterior likelihood assuming that all sources in
our sample have the same radius and masses drawn from the observationally inferred distribution of recycled pulsar masses. We use this
inferrence only as an illusration of the fact that using radius measurements for twelve sources leads to a highly accurate constraint on the
neutron-star equation of state.

are a result of the less thorough investigation of some of the systematic uncertainties in that category.

4. THE CONSTRAINTS ON THE NEUTRON STAR RADIUS

Having obtained posterior likelihoods over the mass and radius for a number of neutron stars, we can follow one of
the inversion techniques developed earlier to infer the equation of state of neutron star matter. We defer this analysis
to the following section and first carry out a simple exercise to illustrate how tight constraints on the equation of state
can be obtained when a large number of measurements with relatively large uncertainties are used.
For this purpose, we consider a mono-parametric equation of state in which all neutron stars have the same radius

independent of mass. (Note that this is the same in spirit with the CstRNS model of Guillot et al. 2013 and is indeed
a meaningful assumption for nearly all nucleonic equations of state, which predict approximately constant radii for
the astrophysically relevant mass range). We also assume that all the neutron stars in our sample are drawn from the
observationally inferred Gaussian distribution of masses (see Özel et al. 2012). Specifically, we write

P (R | data) = C
N
∏

i=1

∫

Pi(R,M | data)Pp(M)dM (11)

where C is an appropriate normalization constant, Pi(R,M | data) is the two-dimensional posterior likelihood over
mass and radius for each of the N sources (as given, e.g., in equation 9 for the bursters), and Pp(M) is the Gaussian
likelihood with a mean of 1.46 M⊙ and a dispersion of 0.21 M⊙ for the mass distribution inferred by Özel et al. (2012)
for the descendants of these systems.
The left panel of Figure 11 shows the individual terms of the product in the equation above; i.e., the posterior

likelihoods over radius for each of the twelve sources. They are all well approximated by Gaussian distributions that
peak between 9-12 km and typical uncertainties ∼2 km. The right panel of Figure 11 shows the posterior likelihood
over the single radius in this mono-parametric equation of state, which is peaked at a radius of 10.6 km with an
uncertainty of 0.6 km. As expected, given that all radii are statistically consistent with each other, combining the data
of twelve sources led to a reduction in the uncertainty by a factor

√
12 ≃ 3.5. The result is a level of uncertainty that

is comparable to what is required to severely constrain the neutron star equation of state, as we will show in detail in
the next section.

5. THE NEUTRON STAR EQUATION OF STATE FROM RADII AND LOW-ENERGY EXPERIMENTS

We now make use of the one-to-one mapping between the neutron star mass-radius relation and the pressure-density
relation of cold dense matter to put direct constraints on the neutron-star equation of state. In this procedure, we
take the most general approach and do not assume that neutron stars have a constant radius or make assumptions
about their masses based on the observationally determined mass distribution.
The structure equations for relativistic stars provide, for each equation of state, a unique mass-radius curve, with

no adjustable parameters. Because of this, a large number of radius measurements across a range of neutron star
masses allow us to invert the measurements formally and obtain the unique equation of state that gave rise to the

Özel+ 2015, submitted
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Fig. 13.— The mass-radius relation (solid blue curve) corresponding to the most likely triplet of pressures that agrees with all of the
neutron star radius and low energy nucleon-nucleon scattering data and allows for a > 1.97 M⊙ neutron star mass. The range of mass-
radius relations (light blue band) corresponds to the region of the (P1, P2, P3) parameter space in which the likelihood is within e−1/2 of
its highest value.

two-body interaction potential obtained at low densities excludes the gray region labeled 2NI. The most likely value,
as well as the entire region within the highest posterior likelihood, are, in fact, lower than the pressure predicted by
most equations of state at that density, as shown in the lower panel (see Read et al. 2009 for the acronyms and the
references for the various equations of state). We also include in this figure the recent equation of state labeled NJL
(Kojo et al. 2015), based on a smooth interpolation in pressure vs. baryon chemical potential of a nucleonic equation
of state (APR) at densities below ∼ ρns with a quark matter equation of state at densities above ∼ 5− 7ρns.
The combination of P2 and P3, on the other hand, is constrained by the maximum mass requirement: a lower value

of P2 pushes P3 to be as high as possible within the causality limit, whereas for moderate to high values of P2, which
already lead to M-R relations that allow high mass stars and are consistent with the radius measurements, the allowed
range of P3 extends to lower values. The combination of P2 and P3 exclude to high confidence the stiff equations of
state such as MPA1 and MS1, which produce radii that are too large (see also their inconsistency with P1 in the lower
panel). This combination also excludes equations of state with condensates, such as GS1, with pressures that are too
low to be consistent with the maximum mass requirement.
Figure 12 shows that the combination of the radius measurements with the low density experimental data and the

requirement of a ∼ 2 M⊙ maximum mass pins down the parameters of the equation of state extremely well across
a wide range of supranuclear densities and points to a preferred equation of state that is somewhat softer than the
nuclear equation of state AP4 (a version of the APR equation of state). To see this on the mass-radius plane, we also
show in Figure 13 the mass-radius relation corresponding to the most likely triplet of pressures as well as the range of
mass-radius relations for the region of the (P1, P2, P3) parameter space with the highest likelihood. We limit the range
of masses in this figure to ≤ 2.2 M⊙ because of the absence of any data to constrain the relation at higher masses. As
expected from the above discussion, the preferred mass-radius relation lies to the left of most model predictions and
is closest to AP4, especially at low masses, where the main uncertainty in AP4 is in the strength of the three-nucleon
interactions. It also rises along a nearly constant radius in order to reach the ∼ 2 M⊙ limit.

6. CONCLUSIONS

We performed a comprehensive study of spectroscopic radius measurements of neutron stars using thermonuclear
bursters and quiescent low-mass X-ray binaries. We included a number of corrections to the mass-radius inference
that have recently been calculated, incorporated systematic uncertainties in the measurements, and employed new
statistical tools to map the observed quantities to neutron star masses and radii and the latter to the neutron star
equation of state.
Using a total of twelve sources allows us to place strong and quantitative constraints on the properties of the equation

of state between ≈ 2 − 8 times the nuclear saturation density, even though the individual measurements themselves
do not have the precision to lead to tight constraints. We find that around M = 1.5 M⊙, the preferred equation of
state predicts a radius of 10.8+0.5

−0.4 km. When interpreting the constraints on the pressure at 1.85 ρns in the context of
an expansion in terms of few-body potentials (see, e.g., Akmal et al. 1998; Pieper et al. 2001; Gandolfi et al. 2012),
our results suggest a weaker contribution of the three-body interaction potential than previously considered. In the
framework of quark matter equations of state, the inferred lower pressure at 1.85 ρns is strongly suggestive of an



Conclusions

• X-ray bursts offer a unique laboratory to constrain the 
neutron star masses and radii.

• Further observations especially in the 0.5 - 25 keV range 
should be performed and an archive like the RXTE/PCA 
has should be established.

• We have a better understanding on the systematic effects 
in these measurements but our measurements still rely on 
several assumptions. Independent measurements are 
necessary to confirm these results.  

But its complicated !!




